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Abstract

We propose a representation for gene expression data called con-
served gene expression motifs or xMOTIFs. A gene’s expression level is
conserved across a set of samples if the gene is expressed with the same
abundance in all the samples. A conserved gene expression motif is a
subset of genes that is simultaneously conserved across a subset of sam-
ples. We present a computational technique to discover large conserved
gene motifs that cover all the samples and classes in the data. When
applied to published data sets representing different cancers or disease
outcomes, our algorithm constructs xMOTIFs that distinguish between
the various classes.

1 Introduction

Gene expression plays an important role in cell differentiation, development,
and pathological behaviour. DNA microarrays™? offer biologists the remark-
able ability to monitor the expression levels of thousands of genes in a cell
simultaneously. High-throughput gene expression analysis promises to pro-
duce new insights into cell function as well as stimulate the development of
new therapies and diagnostics.

When a gene’s expression level is measured across a variety of samples,
the expression values usually span a wide range. Biologically, these values
correspond to a small number of distinct states that the gene is in, e.g., up-
regulated or down-regulated. Since the up-regulation of a gene is a temporal
process, it is often difficult to determine a gene’s state based on a set of noisy
expression values. However, on average, it might be possible to differentiate
the expression level of an up-regulated gene in one tissue type (e.g., a cancer
tissue) from its level in another type of tissue (e.g., a healthy tissue) where the
gene is not expressed with the same abundance.



Motivated by this observation, we say that a gene’s expression level is
conserved across a subset of samples if the gene is in the same state in each of
the samples in this subset. A conserved gene expression motif or XMOTIF is
a subset of genes whose expression is simultaneously conserved for a subset of
samples; we say that each of these samples matches the motif. In this paper,
we use a range of expression values to represent a gene’s state. If we map
each gene to a dimension, each sample to a point, and each expression value
to a coordinate value, an xMOTIF is identical to a multi-dimensional hyper-
rectangle that is bounded in the dimensions corresponding to the conserved
genes in the motif and unbounded in the other dimensions. See Figure 1 for
examples. Mathematically, the expression values of a sample that matches a
motif satisfy a conjunction of inequalities, two for each gene in the motif.
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Figure 1: Example of xMOTIFs. Genes 2 and 3 are conserved in Motif 1, Genes 1 and 2 are
conserved in Motif 2, and all three genes are conserved in Motif 3. A dashed face of a box
indicates the dimension along which the box is unbounded.

In this work, we address the task of identifying xMOTIFs in gene expression
data. We concentrate on data sets where each sample belongs to a particu-
lar class, e.g., different types of cancer? cancerous and healthy tissues and
patients with different survival rates?

We believe that this work is the one of the first to suggest representing gene
expression data concisely in the form of xMOTIFs. Such a representation has
several potential biological advantages and applications. First, by comparing
and contrasting the gene motifs for different classes, we can identify genes that
are conserved in multiple classes but are in different states in different classes.
If the classes correspond to different diseases or to diseased and normal tissues,
such genes are possible drug targets. Second, if the genes in a motif are believed
to interact in a pathway, the information present in the motif about which genes



are highly expressed and which are suppressed could be used to deduce and
refine the structure of the pathway. Third, by requiring that multiple genes be
simultaneously conserved across the samples matching a motif, we might be
able to characterise sub-classes in the data that no gene on its own provides
high-quality evidence for.

Before attempting to develop an algorithm for computing xMOTIFs, it is
useful to consider the properties that an xMOTIF should have. Computing one
motif for each sample makes the representation over-specific. Therefore, we
desire that each motif for a class should be matched by a large fraction of the
samples in that class, if not all the samples in that class. Each motif should
contain as many conserved genes as possible. While a motif that contains one
or two genes is biologically feasible, it may not be statistically significant since
such a motif could appear with high probability in randomly-generated data.
On the other hand, a motif that contains too many genes may be too restrictive
since no sample may match the motif. Motivated by these observations, we
propose the following formal definition of an xMOTIF:

Definition 1.1 Given a set of genes whose expression levels are measured
across a set of samples and user-defined parameters 0 < a, 3 < 1, a conserved
gene expression motif or xMOTIF is a pair (C,G), where C is a subset of the
samples and G is a subset of the genes, that satisfies the following conditions:

Size: the number of samples in C is at least an a-fraction of all the samples,

Conservation: every gene in G is conserved across all the samples in C, i.e.,
the gene is in the same state in all the samples in C, and

Maximality: for every gene not in G, the gene is conserved in at most a
B-fraction of the samples in C.

The maximality condition enforces a balance between the number of genes in
the motif and the number of samples matching the motif. If we add a gene to
the motif, then the number of samples matching the new motif will decrease
by a fraction of at least (3, a cost we may not be willing to pay.

Given this definition, the gene expression data may contain many xMOTIFS.
Among all xMOTIFs, we are interested in the largest xMOTIF, the one that
contains the maximum number of conserved genes. In order to cover all the
classes completely using xMOTIFs, we adopt the following iterative algorithm:
find the largest xMOTIF in the data, remove the samples that satisfy this motif
from the data, find the largest motif in the remaining data, and continue in
this manner until all samples satisfy some motif.

Our approach has several desirable features. (i) We allow a gene to appear
in more than one motif and in motifs representing different classes, modelling



the possibility that the gene’s expression level may be regulated in multiple
conditions. (ii) By not deleting the samples that match a computed xMOTIF,
we can allow samples to appear in different motifs. This property may be
useful when a sample belongs to multiple classes or when we are interested
in discovering new classifications of the samples. (iii) The system need not
be told beforehand how many motifs to compute® (iv) Using this approach,
we can find xMOTIFs with vastly different numbers of genes; we are likely to
discover motifs with many genes in earlier iterations and motifs with fewer
genes in later iterations.

Our definition of an xMOTIF is based on the notion of “projective clus-
ter” developed by Procopiuc et al. % in the context of problems in computer
databases and computer vision. It can be shown that the problem of computing
the largest xMOTIF is NP-complete by transforming the problem of computing
the maximum-edge bipartite clique in a bipartite graph’to the motif computa-
tion problem. In Section 4, we present a probabilistic algorithm that exploits
the mathematical structure of xMOTIFs to compute the largest xMOTIF effi-
ciently. This algorithm extends the technique developed by Procopiuc et al. to
compute projective clusters.

2 Previous Research

Previous work on the computational analysis of gene expression data falls
into two broad categories. When the samples belong to distinct classes, re-
searchers have used well-known techniques such as nearest-neighbour rules,
support vector machines and feature selection to build a diagnostic tool that
can distinguish between the various classes based on the expression profiles of
predictive genes3® When the goal is to analyse the data in an unsupervised
manner, techniques such as k-means clustering and hierarchical clustering’ are
common. See the paper by Tibshirani et al. 19 for a survey of such clustering
methods. Unfortunately, it appears difficult to modify techniques like k-means
clustering or hierarchical clustering to compute xMOTIFs since these techniques
attempt to cluster in the space spanned by all the genes. Bayes networks!'and
graph-based clustering algorithms'? have also been used to model and analyse
gene expression data.

Recently, some researchers have developed techniques that simultaneously
cluster genes and samples, an idea that seems closest to xMOTIFs. Since this
approach to analysing gene expression data is relatively new, different papers
use different criteria for simultaneously clustering genes and samples. As a

“While the user provides the parameter «, we may compute far less than 1/a XMOTIFs,
since o is a lower bound on the number of samples that match the largest xMOTIF.



result, it is difficult to compare these techniques. Here, we attempt to charac-
terise in what terms our approach is different from other similar ideas.

Hartigan’s block clustering algorithm!®'° repeatedly rearranges the rows
and columns of the matrix of gene expression values so that the rearranged
matrix contains several disjoint blocks (contiguous sub-matrices) of highly cor-
related values. This technique requires that a gene be present only in one
cluster, a condition that may not always be useful biologically (consider a sit-
uation when a gene’s expression is regulated in different diseases). Cheng and
Church adopt an approach called “biclustering”'4. They compute sub-matrices
or biclusters that have small “mean squared residue,” a measure of the vari-
ance in the sub-matrix. Tanay, Sharon, and Shamir'® adopt a graph-theoretic
approach to biclustering. They represent gene expression data as a bipartite
graph, whose nodes and edges are assigned weights under a graph model that
they define. In this framework, a bicluster is a dense bipartite subgraph of
the original graph. They develop algorithms to compute biclusters with large
weights. Getz, Levine, and Domany apply a technique called “coupled two-way
clustering.”'® They repeatedly apply a hierarchical clustering algorithm to dif-
ferent subsets of genes and samples. The sub-matrices they output correspond
to stable clusters generated by this process.

All these techniques partition or cover the expression matrix by sub-
matrices such that the expression values in each sub-matrix are highly coherent
according to a suitable measure. The key property of an xMOTIF is that each
gene in the xXMOTIF is conserved across all the samples in that sub-matrix. It
does not appear that the other techniques can capture this property. Finally,
Hastie et al. '7 present a technique called “gene shaving” that tries to extract
coherent and small clusters of genes that vary as much as possible across the
samples; in essence, their goals are complementary to ours.

3 Determining Gene States

In this section, we describe our technique for computing the states correspond-
ing to a gene. In our approach, a state is simply a range of expression val-
ues that is statistically significant. Similar ideas have been adopted by other
researchers!® Thus, if we have n samples, there are (’2‘) possible states for each
gene, each corresponding to one of the sub-intervals spanned by the expression
values. Clearly, not all these states are biologically interesting. Intuitively,
a state is interesting if it contains far more expression values than we would
expect the state to contain if the expression values were generated at random.
Formally, as a null hypothesis, we assume that gene expression values are gen-
erated by a uniform distribution. We define a state [a,b] to be “interesting”



if the expression values in it are unlikely to have been generated by a uniform
distribution. We compute the p-value of the decision that [a, b] is interesting?
order states by p-value, and consider only those states whose p-value is less
than a user-defined parameter. When the samples belong to different classes,
we also adopt a “supervised” version of this idea. We define a state [a, )] to
be interesting if there is a class such that the set of expression values of the
samples from that class that lie in [a, b] are unlikely to have been generated by
a uniform distribution. For each class, we calculate a p-value and assign the
smallest p-value to [a, b].

In practice, we also discard those intervals that contain more than a user-
specified number of expression values. The rationale for this step is that even
if an interval containing a large number of expression values is statistically
significant, it may not be biologically interesting since it is unlikely to help us
in distinguishing between the various classes.

4 Algorithm

We are now ready to describe our algorithm for computing the largest xMOTIF.
The input to the algorithm is a set of genes, a set of samples, an expression
value for each gene-sample pair, and for each gene, a list of intervals represent-
ing the states in which the gene is expressed in the samples.

To determine an xMOTIF, we have to compute the set G of conserved
genes, the states that these genes are in, and the set C' of samples that match
the motif. We observe that if we are given (i) the set G of conserved genes,
(ii) the states of the conserved genes, and (iii) one sample ¢ that matches this
motif, we can compute the remaining samples in C' simply by checking for each
sample ¢’ whether the genes in G are in the same state in ¢ and ¢’. Informally,
c is a “seed” from which we can compute the entire motif.

This observation is the starting point of our algorithm. Suppose we know
a sample ¢ that matches the largest xMOTIF. Given such a sample ¢, how can
we compute the genes in the largest motif and the states they are in? Suppose
we are given a set D of samples with the following properties: (i) for every
sample ¢’ in D and for every gene in the largest motif, there is exactly one
state such that the gene is in that state in samples ¢ and ¢’ and (ii) for every
gene g that is not in the largest motif, there exists a sample ¢’ in D such that
gene g is not in the same state in samples ¢ and ¢’. We call D a discriminating

bIf k values lie in the interval [a,b] and if the gene’s expression values fall in the range
[0,1], then the probability that an expression value falls inside [a,b] is b — a. Therefore,
the p-value of the decision that [a, ] is interesting (rejecting the null hypothesis) is the sum

Zkgign (?) (b—a)(l—(b—a)" "



set. The key property of a discriminating set is that given the seed sample ¢
and such a set D, we can compute the largest xMOTIF by including exactly
those gene-states that satisfy these conditions and exactly those samples that
agree with c on all these gene-states.

Algorithm 1 describes the steps of our probabilistic algorithm. We as-
sume that for each gene, the intervals corresponding to that gene’s states are
disjoint¢ It proceeds by selecting ns samples uniformly at random from the
set of all samples. These samples act as seeds. For each random seed, we
select ng sets of samples uniformly at random from the set of all samples;
each set has sq elements. These sets serve as candidates for the discrim-
inating set. For each seed-discriminating set pair, we compute the corre-
sponding xMOTIF as explained above. We discard the motif if less than an
a-fraction of the samples match it. Finally, we return the motif that contains
the largest number of genes. Suppose our data consists of n samples and m
genes. We can extend the arguments made by Procopiuc et al. to prove that
by choosing ns = O(1/a), s¢ = O(logm/log(1/3)), and ng = O(1/a®¢), we
can compute the largest xMOTIF with probability greater than 1/2 in time
O(nngng) = nmOUee(1/e)/108(1/8)) We can increase the probability of success
by repeatedly executing this algorithm.

Algorithm 1 FINDMoOTIF(): algorithm for computing the largest xMOTIF.
1: for i =1 to ns do
2:  Choose a sample ¢ uniformly at random.
3: for j=1tongdo
4: Choose a subset D of the samples of size s4 uniformly at random.
5 For each gene g, if g is in the state s in ¢ and all the samples in D,
include the pair (g, s) in the set Gj;.
6: Cj; = set of samples that agree with ¢ in all the gene-states in Gj;.
7 Discard (Cj;, G;j) if C;j contains less than an samples.
8: return the motif (C*, G*) that maximises |Gy;[,1 <@ < ng,1 < j < ng.

5 Results

We have implemented this algorithm in C++ under the Linux operating sys-
tem. We present our analysis of three data sets: an ALL-AML data set] a

¢In practice, since the intervals for a gene often overlap, we modify Step 5 of the algorithm
as follows: For each gene g, let I4 be the set of all states s such that g is in state s in sample
c and all the samples in D. We pick a state s in I, uniformly at random and include the
pair (g, s) in the motif Gyj.



colon cancer data set? and a B-cell lymphoma data set® A detailed description
of our results is available at http://genomics10.bu.edu/murali/xmotif.

For each data set, we computed 50 genes that were most informative about
the class distinctions in the data For each gene in the data set, we computed
its score using the “twoing” rule!® and selected the genes with the 50 best
scores. For each of these genes, we computed all the states as described earlier.
Finally, we executed the xMOTIF-finding algorithm on each data set.

In all these experiments, we set the number of seeds ns = 10 and the
number of determinants ngy = 1000. The size s4 of the discriminating set
varied from 7 to 10. The quality of our results did not change much if we
varied these parameters slightly. For each data set, our algorithm took about
2-5 minutes to compute all the xMOTIFs when running on a computer equipped
with an 800 MHz Intel Pentium III processor.

Our overall algorithm uses information about which class each sample
belongs to only to compute the set of informative genes. The xMOTIF algorithm
does not explicitly take class labels into account. As a result, samples from
different classes may match a computed xMOTIF.

5.1 ALL-AML data

The ALL/AML data set® consists of the expression levels of roughly 6,800
human genes measured using an Affymetrix oligonucleotide array from bone
marrow samples collected from 47 patients suffering from acute lymphoblas-
tic leukaemia (ALL) and 25 patients suffering from acute myeloid leukaemia
(AML).

For each gene, we considered only those states that had p-values at most
10719 and contained at most 50 expression values. Our algorithm computes five
xMOTIFs that cover the data. The samples matching four of these xMOTIFs are
almost exclusively ALL patients. The fifth motif is matched almost exclusively
by AML patients. The number of conserved genes in ALL-related motifs ranges
from 11 to 21 while the AML-related motif contains 7 conserved genes. Table 1
displays information on each motif in the order they were computed.

The algorithm is able to compute motifs that distinguish between the
two types of leukaemia almost perfectly. A total of 30 distinct genes appear
in ALL-related motifs. Only one gene, TCF3 Transcription factor 3 (E2A
immunoglobulin enhancer binding factors E12/EA4T), is conserved both for ALL
patients and for AML patients. In all the motifs, almost every gene is in an
under-expressed state (relative to the total expression range of the gene).

4The number 50 is somewhat arbitrary. We chose it because Golub et al. build a classifier
using 50 genes for the ALL-AML data set.



To obtain another view of the degree of similarity between the samples
that match a motif, we computed average intra- and inter-motif distances.
To compute the distance between two samples that match a motif, we used
the standard Manhattan (also called rectilinear or L1) distance, except that
we ignored genes that were not conserved in that motif and we divided the
distance by the number of conserved genes in that motif. We defined the
distance between two samples in different motifs similarly. We observed that
all the average intra-motif distances ranged between 250 and 350. All the
average inter-motif distances between ALL-related motifs ranged between 310
and 515 but the average distance between ALL motifs and the AML motif
ranged from 1675 to 3115. These results indicate that the ALL-related and
AML-related motifs captured distinct regions of the gene expression space.

ALL-AML motifs
#£genes | #samples #ALL #AML
18 19 18 1
11 17 15 2
7 20 1 19
21 9 8 1
19 5 5
Colon cancer motifs
#genes | #samples | #tumour | #normal
11 15 14 1
13 18 2 16
12 11 9 2
6 10 9 1
1 8 6 2
B-cell lymphoma motifs
#tgenes | #samples F#alive #dead
15 14 11 3
17 14 0 14
3 10 10 0

Table 1: Motifs computed for the data sets.

5.2  Colon cancer data

Alon et al. % present a data set containing 62 samples of colon epithelial cells
collected from patients suffering from colon cancer; 40 of these samples are




collected from tumours and 22 from normal colon tissues of the same patients.
They measured the absolute expression levels of about 6500 human genes using
an Affymetrix oligonucleotide array.

We use the supervised algorithm for assigning p-values to gene states and
discarded all states that contained more than 40 values or had p-value greater
than 1071°. Our algorithm computed five xMOTIFs. At least 75% of the
samples matching four of these xMOTIFs were tumorous tissues. Almost 90%
of the samples matching the fifth xMOTIF were normal tissues. Only one gene
was conserved in the fourth tumour-related xMOTIF but the other xMOTIFs
contained between 6 and 13 genes. Only one gene, P03001 Transcription Factor
IITA, was conserved in both types of motifs. If we ignore the fourth tumour-
related xMOTIF (since it contains only one conserved gene), distances between
tumour-related xMOTIFs ranged from 90 to 265, while all the distances between
the normal xMOTIF and the tumour xMOTIFs were greater than 610.

5.8  B-cell lymphoma data

Alizadeh et al. ® describe a data set of 96 normal and malignant lympho-
cyte samples whose expression levels they measured using a specialised “Lym-
phochip.” Alizadeh et al. had information of the survival rates of the patients
suffering from diffuse large B-cell lymphoma (DLBCL). Of the 40 such patients,
22 survived (data available at http://llmpp.nih.gov/lymphoma/data.shtml).
We applied the supervised version of our algorithm to this classification (using
only gene states with p-value at most 1073) and obtained three motifs, with
two motifs being conserved across patients who survived and one motif con-
served across patients who died. Only three genes were conserved across both
classes. One of these is a NF-x£B family member that is frequently amplified in
diffuse large cell lymphoma. The other two are ESTs of unknown function. In
each motif, the conserved genes appear in states ranging from relatively under-
expressed to relatively over-expressed. The separation between the xMOTIFs
in terms of distance was not as clear as for the other data sets.

6 Conclusions

We have introduced a useful and concise representation of gene expression data
in the form of conserved gene expression motifs or xMOTIFs. These motifs cap-
ture the degree of conservation in the gene expression profiles of the samples be-
longing to a class at two levels: (i) each gene in the motif is similarly-expressed
in each of the samples and (ii) all the genes in the motif are simultaneously
conserved in all these samples. We believe that this representation has the



potential to capture many key biological properties implicitly present in gene
expression data. We have implemented a system to compute large xMOTIFs
that cover all the classes in the data. Our analysis of three publicly-available
data sets shows that our algorithm can compute xMOTIFs that appear to dis-
tinguish between the classes in these data sets quite well. Our technique has
the potential to find clinically and biologically relevant subdivisions in gene
expression data.

In our current formulation, we require that each gene in a motif be ex-
pressed in the same state across all samples matching the motif. A useful
generalisation of this concept is the requirement that the gene’s expression
levels in a motif obey a specified distribution. Extending our algorithm to this
case appears to be a challenging problem.
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