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Abstract

The rapidly growing fields of molecular evolution and systematics have much to offer to molecular biology, but like any field have their own repertoire of terms and concepts. Homology, for example, is a central theme in evolutionary biology whose definition is complex and often controversial. Homology extends to multigene families, where the distinction between orthology and paralogy is key. Nucleotide sequence alignment is also a homology issue, and is a key stage in any evolutionary analysis of sequence data. Models based on our understanding of the processes of nucleotide substitution are used both in the estimation of the number of evolutionary changes between aligned sequences and in phylogeny reconstruction from sequence data. The three common methods of phylogeny reconstruction – parsimony, distance and maximum likelihood – differ in their use of these models. All three face similar problems in finding optimal – and reliable – solutions among the vast number of possible trees. Moreover, even optimal trees for a given gene may not reflect the relationships of the organisms from which the gene was sampled. Knowledge of how genes evolve and at what rate is critical for understanding gene function across species or within gene families. The Neutral Theory of Molecular Evolution serves as the null model of molecular evolution and plays a central role in data analysis. Three areas in which the Neutral Theory plays a vital role are: interpreting ratios of nonsynonymous to synonymous nucleotide substitutions, assessing the reliability of molecular clocks, and providing a foundation for molecular population genetics.

Introduction

Molecular systematics and evolutionary biology are dynamic disciplines, with their own research goals, journals, and jargon. The complexity of these fields can be daunting to those who do not routinely employ their methods, and it is apparent that molecular biologists occasionally misapply the tools of the disciplines. One simple example is the term ‘homology’, which is persistently misused in molecular biological literature. Another example are phylogenies based on molecular data; papers in even the best molecular biology journals present gene trees whose methods of construction are not specified and that may not be robust. Such trees may constitute a poor basis for interpretation and discussion.

This chapter provides a short primer on what we consider to be some of the key concepts in molecular evolution and systematics. Our goal is to help dispel some of the confusion over the basic principles of molecular evolution for a target audience of plant molecular biologists. We make no effort to be comprehensive in our citations, seeking instead to highlight important (and often controversial) issues and to point readers in the direction of some key references. More exhaustive treatment of these topics is available from a variety of texts and reviews (e.g. [81, 132]). Additional resources in this issue include the paper by Soltis and Soltis, which provides information about phylogenetic analyses with large data sets, and the paper by Muse, which discusses statistical aspects of molecular evolutionary analysis.
This paper begins with a discussion of the concept of homology as applied to genes, gene families and nucleotide sequences. One important aspect of homology is sequence alignment, which we briefly discuss. We then describe the importance of unobserved nucleotide substitutions and the use of models of molecular evolution that seek to account for them. These models play an important role in how gene phylogenies are inferred from nucleotide sequences; the process of phylogeny reconstruction is described in some detail. After this description, we consider obstacles to inferring species’ relationships from phylogenetic trees based on nucleotide sequences. We then turn to Neutral Theory, which is an important theoretical construct underlying the study of population genetics and molecular evolution, focusing on three uses of the Neutral Theory as a source of prediction. We conclude with a brief exposition of the importance of the integration of evolutionary and molecular biology.

**Homology, orthology and paralogy**

Homology is a central concept in evolution and systematics – indeed in all of biology. Prior to the theory of evolution, the term was applied to convey structural or functional commonality, such as organs that performed similar functions in different organisms. The term eventually assumed an evolutionary meaning, that of similarity due to common ancestry.

Genes are homologous, therefore, if they are derived from the same gene in a common ancestor. Homology is an all-or-nothing concept – either two genes are homologous or they are not [112]. In the molecular biology literature, the term homology (or ‘homologous’) is often mis-used as a synonym for ‘similar’. For example, when two aligned DNA sequences are identical at 90% of their nucleotide sites, a researcher will report that they are ‘90% homologous’. Strictly speaking, the phrase ‘90% homologous’ implies that 90% of the nucleotide sites have shared a common ancestor but that the remaining 10% are evolutionarily unrelated. This could be true if the genes in question each had two functional domains but shared only one of them [51], but this is rarely the intended meaning. Usually the intended meaning is that the two DNA sequences are homologous over their entire length but that 10% of the bases have diverged and are no longer identical. If this is the intended meaning, it is more correct to say that the sequences are ‘90% identical’. For protein sequences, where amino acids can be classified into functional groups with similar chemical or structural properties, ‘identity’ can be distinguished from ‘similarity’. Neither similarity nor identity is synonymous with homology, however.

The concept of homology extends to multigene families. All the members of a multigene family are homologous whether they were sampled from a single species or from several species. They are homologous because they derive from a common ancestor – i.e., a single gene in a single common ancestor. It is important to recognize, however, that divergence between any two homologous genes in a multigene family can be traced backward to one of two kinds of events. If the event that generated the two genes was a duplication event, then the two genes are paralogous [34] (Figure 1); for example, genes coexisting within the same genome and representing different subfamilies of a gene family are paralogous. In contrast, orthologous genes are derived from speciation events. Members of a single subfamily that are found in different species and are derived from the same duplicate copy are orthologous (Figure 1). As we shall see, an understanding of orthology and paralogy is crucial for interpreting multigene family data.

The coexistence of genes from the same gene family in a single genome is definitive evidence of paralogy, but orthology is more difficult to determine. Orthology can be hypothesized from commonality of function between genes of the same gene family in two different species, but this functional approach is not foolproof because paralogues may show functional convergence. Orthology is determined more convincingly by reference to an explicit phylogenetic hypothesis for the genes in question, from which it can be demonstrated that genes of different species belong to the same subfamily (Figure 1B). An additional source of evidence for hypothesizing orthology is to demonstrate shared chromosomal position and linkage relationships (synteny) between species. Ideally, determination of orthology should rely on both phylogeny and synteny, but orthology has rarely been proven with such rigor (but see [127]). Syntenic approaches to deducing orthology will likely become more common with the growth of plant genomic research.

When paralogues evolve in a strictly divergent manner after a duplication event, there is a clear distinction between orthologous and paralogous genes. However, paralogous copies do not evolve separately in many gene families [4]. Instead, in extreme cases such as the nuclear ribosomal gene families (nrDNA), paralogues evolve in concert, so that each of the often
Figure 1. A. A diagram of paralogous and orthologous events. Gene duplication leads to two paralogous gene copies A and B. After speciation, both copies are present in both species. The copy A sequences are orthologous because they diverged by speciation and not duplication. The copy B sequences are also orthologous. B. A gene phylogeny of the paralogous and orthologous sequences in the absence of gene conversion, showing how orthologous copies reflect the pattern of speciation and paralogous copies date back to the time of the duplication event. C. The effect of gene conversion on the phylogeny of the multi-gene family shown in B. Gene conversion has caused paralogous copies to be each other’s closest relative.

thousands of copies within an individual is identical or nearly so [3]. This ‘concerted’ evolution is not confined to highly repetitive ribosomal genes; homogenization is also observed among the copies of small multigene families of protein-coding genes such as \( rbcS \) [92]. Mechanisms hypothesized to be responsible for this concerted evolution are unequal crossing over, particularly in tandemly repeated families such as the nrDNA, and gene conversion, which can operate even across non-homologous chromosomes. When a locus fully homogenized by concerted evolution is compared across species, all of the paralogues within a species appear as each others’ closest relatives in a gene tree (Figure 1C).

Full concerted evolution, on the one hand, and retention of paralogy/orthology relationships (in which there is no gene conversion) on the other, are two endpoints of a continuum of evolutionary possibilities. The plant actin gene family represents an example of one end of the continuum, because orthology relation-
ships have been retained in this gene family over long evolutionary periods in most species. Even so, gene
conversion is evident among some members of the gene family in maize [94]. The fact that both diver-
gence and concerted evolution may occur in the same gene family is a complicating factor in reconstructing
and interpreting gene phylogenies [120].

Alignment and multiple hits

Evolutionary analysis of DNA sequence data begins
with the alignment of two or more sequences that
are at least provisionally hypothesized to be homol-
ogous (either paralogous or orthologous, in the case
of gene family members). Alignment involves deter-
mining which positions along the DNA or protein
sequence are derived from a common ancestral posi-
tion — in other words, which positions are homologous
within a set of homologous genes. It has been argued
that without alignment, the DNA sequences deposited
in GenBank are, from an evolutionary perspective, a
random collection of nucleotides [76]. Despite its fun-
damental importance, alignment remains perhaps the
most difficult and poorly understood step in molecular
evolutionary analysis.

Alignment would be simple if sequences only di-
verged by base substitution, or even if they diverged
only by insertions and deletions (indels). In the first
case, alignment would be trivial no matter how diver-
gent the sequences; in the second case, gaps could be
added to either sequence to preserve complete identity
of aligned positions. Unfortunately, sequences evolve
both by substitution and by length mutation, and the
gaps that must be added to a sequence to achieve a
reasonable alignment cannot be read from a sequenc-
ging gel the way one reads nucleotides. Instead, gaps
must be hypothesized and inserted according to some
formula that minimizes the number and length of gaps
but also maximizes the overall number of nucleotide
matches. There is little to guide the researcher in this
process [141], because the balance between substi-
tution and length mutation varies with the gene, the
gene region, and the organism in question. The same
gene may evolve primarily by length mutation in one
species, but by substitution in another [124].

The philosophies and methods employed in align-
ment range from the pairwise algorithmic methods
of Needleman and Wunsch [99] that form the core
of most multiple sequence alignment programs, to
Markov Chain Monte Carlo methods [24], to methods

\[
\begin{align*}
\text{Species 1} & : & \text{TTGCTAATGCT} & \rightarrow \text{ATGCAAAATGCG} \\
\text{Species 2} & : & \text{TTGCTAATGCC} & \rightarrow \text{ATGCTAATNGCG} \\
\text{Common Ancestor} & : & \text{TTGCTAATGCC} & \rightarrow \text{ATGCTAATNGCG}
\end{align*}
\]

that simultaneously consider alignment and phylogeny
[49, 147]. It is not clear which of these approaches
is best. Furthermore, all of the approaches require a
good deal of trial and error. When it comes to align-
ment, it is wise to test various combinations of gap and
substitution cost parameters, and it may also be wise
to manually adjust the resulting alignments. There
is no magic substitute for a researcher’s knowledge and
intuition about the molecule(s) under study. Familiar-
ity with conserved motifs or secondary structure, for
example, can guide researchers to ‘reasonable’ align-
ments [76]. Although it is difficult to give concrete
general advice about alignment, it is clear that it is un-
wise to accept uncritically alignments produced with
the default settings of any computer algorithm.

Once it is understood that an alignment is a hy-
pothesis about homology, it is important to recognize
that alignments do not report all of the evolutionary
change between DNA sequences. Figure 2A provides
an example of two aligned homologous sequences.
With three differences between them, the sequences
are identical at 73% (8 out of 11) sites. On a superficial level, the three differences imply that three – and only three – nucleotide substitutions have occurred since the sequences last shared a common ancestor, but this is not necessarily the case. As a source of comparison, we have provided the ‘true’ evolutionary history of the sequences in Figure 2B. (Of course, a true evolutionary history is unknowable in practice, but it is a helpful construct for the purposes of illustration.) The ‘true’ history of the sequences reveals that the 3’ nucleotide site has experienced two substitutions over time, resulting in a total of four nucleotide substitutions between the sequences since they shared a common ancestor. The occurrence of two or more substitutions at the same site is known as a multiple hit or superimposed substitution. When there have been multiple hits, the number of observed differences between sequences is always an underestimate of the true number of evolutionary changes that have taken place. In general, the greater the number of substitutions observed between two sequences, the greater the number of unobserved multiple hits there have been.

How does one correct for multiple hits? One must model the stochastic nature of DNA sequence substitutions, using the tools of probability and statistics. Multiple hits are explicitly built into these probability models. The simplest model of nucleotide substitution is that of Jukes and Cantor [66]. In addition to assuming that multiple hits can occur, the Jukes-Cantor model assumes that any nucleotide – either A, C, G, or T – can be substituted by any other nucleotide with equal probability. Many variations of the Jukes-Cantor model have been formulated, including models that permit different probabilities of change among bases [70, 137], models that assume that some nucleotide sites evolve more rapidly than others [150], and models that explicitly partition amino acid altering (nonsynonymous or ‘replacement’) nucleotide substitutions from non-amino-acid altering (synonymous or ‘silent’) nucleotide substitutions [101, 43, 95]. A detailed derivation of these models can be found in various sources [153, 132, 81], and the models are also explained more fully in the paper by Muse.

Insertions and deletions can also undergo multiple changes over time, and it is possible, in theory, to model the evolution of insertions and deletions. In practice, however, it has proven difficult to model the behavior of insertions and deletions [139, 2], and hence they are not usually incorporated into models of DNA evolution.

Is it necessary to correct for multiple hits? The answer to this question depends on context. For example, the parsimony method of phylogenetic inference does not explicitly correct for multiple hits, and yet simulation studies show that the parsimony method identifies the correct phylogenetic tree under many evolutionary conditions [57, 125]. Thus, it may not always be important to correct for multiple hits when the goal is to construct a phylogenetic hypothesis, although we should note that two other prominent phylogenetic methods – distance methods and likelihood methods – employ substitution models that attempt to correct for multiple hits (see below for an exposition on phylogenetic methods). In other contexts, it is essential to correct for multiple hits. For example, it is inappropriate to make conclusions about rates of change in molecular sequences without correcting for multiple hits. Without such a correction, the rate of change in the sequences will always be underestimated (see below for a discussion of rates of change in sequences).

Substitution models have two advantages over simple counts of differences between sequences. First, they allow the estimation of the actual – not just the observed – number of nucleotide substitutions that have occurred between sequences. For example, when the Jukes-Cantor model is applied to the DNA sequences in Figure 2A, we estimate that 3.8 substitutions have occurred between the sequences. This estimate is known as the ‘distance’ between two sequences. Distances are often expressed either as the total number of estimated substitutions (in this case, 3.8 substitutions) or, more commonly, as the number of base substitutions per nucleotide site (in this case, 3.8 substitutions over 11 sites = 0.346 substitutions per site). It is worth noting that the Jukes-Cantor distance estimate is not correct in this case, because we know the actual number of substitutions to be 4.0 in this hypothetical example (Figure 2B). However, the estimate of 3.8 total substitutions is much closer to reality than the observed count of 3.0 (Figure 2A). Although our model-based estimate is not correct for this hypothetical example, model-based estimates are expected to converge on the correct number of substitutions when the model is accurate and the DNA sequences are long.

Second, nucleotide substitution models form the basis of statistical tests. Statistical tests can be used to address a litany of questions. One example from the literature is: do two genes evolve at significantly different rates? Two groups have recently asked this
question to learn whether downstream genes within biosynthetic pathways are more evolutionarily conserved than either upstream genes in the same pathway [111] or the genes that regulate the pathway [108]. To address the question, the researchers needed estimates of rates of evolution in different genes and standard deviations of the estimates. Nucleotide substitution models provide both of these quantities. Nucleotide substitution models have statistical utility far beyond the question of genes evolving at different rates. For example, nucleotide substitution models form the basis of statistical inference in distance-based and maximum-likelihood phylogenetic methods [e.g. 58, 60].

Nucleotide substitution models are implemented in numerous software programs, including MEGA [78], PHYLIP [33], and PAUP* ([132]; Dave Swofford, Sinauer Associates, 1999). These multi-faceted evolutionary analysis programs can estimate the distance between sequences as well as estimate phylogenies.

Phylogeny reconstruction

Rooted trees, unrooted trees and searching tree space

It has been said that nothing makes sense except in the light of evolution, but it is also true that very little in evolution makes sense without a phylogenetic context. Whether distinguishing orthology from paralogy, or creating realistic alignments, or estimating rates of evolution, ancestor-descendant relationships play an important role. Phylogenetics is a dynamic field in its own right, vibrant both with ongoing theoretical controversies and with empirical advances driven by the computer revolution. There is much more to constructing a phylogeny than just clicking the ‘phylogenetic tree’ button in a commercial program such as the MEGALIGN option of DNASTAR, or inputting raw sequences into the UPGMA algorithm of a handy statistical package.

The basic problem is to take a set of aligned sequences and to find a bifurcating tree that describes their ancestor-descendant relationships most accurately. An important assumption is that such a tree exists in the first place. Recombination, whether among alleles at a single locus or among paralogous loci, violates the assumption of bifurcation by bringing together gene regions with different phylogenetic histories [55, 20].

Even without recombination, the challenge of finding a best tree is daunting. For $n$ sequences there exist $(2n - 5)!/[2^{n-3}(n - 2)!]$ different tree shapes (topologies) if the tree is unrooted [31]. An unrooted tree is a tree in which groupings are inferred but no direction to evolutionary change is implied (Figure 3A). The number of possible unrooted tree topologies becomes astronomical very quickly: there are only three different tree topologies that relate four sequences, nearly 1000 topologies for seven sequences, over two million topologies for 10 sequences and roughly $1 \times 10^{27}$ topologies for 25 sequences. With under 55 sequences, the number of possible tree topologies is around $10^{79}$, which exceeds the estimated number of electrons in the observable universe! One of the challenges of phylogenetic inference is to sample trees as thoroughly as possible throughout this dauntingly large ‘tree space’ in order to insure that a large proportion of the reasonable trees have been evaluated.

The number of tree topologies increases dramatically when a tree is rooted. Unlike an unrooted tree, a rooted tree implies directionality in time (Figure 3B). Such directionality is necessary to evaluate the history of the characters under study. Rooting a set of ‘ingroup’ sequences is usually accomplished by also including one or more sequences assumed to fall outside the ingroup. This ‘outgroup’ defines the base of the ingroup, identifying the sequences that branch off first within the ingroup. Rooting therefore requires the assumption that at least something is known about the relationships of the set of sequences in question. Assumptions about sequence relationships can sometimes be made relatively safely – especially with single-copy genes – and this knowledge can be used to root a tree. For example, in a taxonomic data set that includes orthologous sequences from pine and several flowering plants, the pine sequence is clearly the most distantly related, and so can be used as an outgroup to root the tree.

Rooting is not so simple for multigene families (Figure 3B, C). Consider a data set from a gene family having two paralogous loci, and each locus includes one sampled sequence from pine and one sequence from each of a few flowering plant genera. If the gene duplication that led to paralogous genes occurred before the divergence of gymnosperms and angiosperms, then the orthologous sequences of pine and flowering plants share a common ancestor that is more recent than the duplication event. The root should be placed so as to group these orthologous sequences. If the gene tree is rooted with the single pine gene, the tree would artificially group all flowering plant sequences, ignoring the fact that the earliest evolutionary
Figure 3. A. An unrooted phylogeny of a multigene family. In this phylogeny, groups can be hypothesized – for example, the soybean-A and the snapdragon-A sequences group together – but no evolutionary direction is implied. Therefore, one cannot make inferences about which nodes are old and which are more recent. B. A rooted tree showing the ‘true’ phylogeny of a multigene family with paralogous subfamilies A and B. A rooted tree allows inference about directionality, so that older events are deeper within the phylogeny. With the correct outgroup, the duplication of the A and B genes, as indicated by the dark circle, is properly inferred to have occurred before the divergence of the gymnosperms (pine) and the angiosperms. C. The effect of improper rooting: if a single pine sequence is assumed to be the outgroup for this phylogeny of the gene family, all of the angiosperm sequences cluster together. The duplication event is now inferred to have occurred after the divergence of gymnosperms and angiosperms. D. The effect of sampling paralogous genes for inferring species’ phylogeny: with a mixture of paralogous and orthologous genes, snapdragons are improperly inferred to be basal to the higher plants.

Finding a best tree in the tree space requires a criterion for judging trees and then evaluating many trees to find one or more that fulfills this criterion. Commonly used criteria are discussed at length below. The process of choosing an optimal tree varies somewhat with the criterion chosen, but all have some things in common. First, for very small data sets the obvious approach of evaluating every possible tree topology and choosing the optimal tree(s) can be taken. This exhaustive search rapidly becomes impractical, however. For slightly larger data sets (the size depends on the computer hardware, the software and attributes of
the data set, but around 30 sequences is probably a reasonable current ceiling), a branch-and-bound search [50] provides a mathematically defined shortcut that guarantees finding the optimal trees.

For most data sets, however, methods must be used that do not guarantee finding optimal trees. When using heuristic methods, it is up to the investigator to decide what constitutes a thorough search of tree space. Typical heuristic searches consist of two phases: finding a starting tree and branch-swapping. In the first stage, a tree is very quickly produced that is usually far from optimal. In the second stage, this crude first approximation is modified by mathematically defined switches of groups of sequences from one part of the tree to another. At each swap, the tree is evaluated according to the optimality criterion. If the tree is better, it is kept; if it is not better, it is discarded. Branch-swapping continues until any additional modifications to the topology result in less optimal trees. The outcome of this type of search is strongly dependent on the starting tree and on the thoroughness of the branch-swapping algorithm used. The starting tree, in turn, is often dependent on the order in which the sequences are added to the tree, and so it is common to conduct many (often a thousand or more) searches using randomized sequence entry order to ensure that many different starting trees are evaluated. In this way it is hoped that searches do not terminate prematurely on ‘islands’ in which suboptimal trees are surrounded by still less optimal topologies [85], and that all islands of optimal trees are identified. Heuristic search strategies are described further in the paper by Soltis and Soltis.

*Phylogenetic methods*

The three commonly used optimality criteria for phylogeny reconstruction from sequence data are parsimony, distance, and likelihood. Their relative merits are the focus of often acrimonious debate in the molecular evolution community. In the following sections we discuss each of these approaches briefly, with particular reference to their treatment of superimposed substitutions (multiple hits).

*Parsimony*

Parsimony can be viewed simply as an optimality criterion for which the optimal (most parsimonious) tree is the tree with the smallest number of mutational changes. Ideally, each possible tree topology is given a parsimony score, although, as noted above, it is not practical to evaluate every possible tree with large data sets. The score for each tree is based on the minimum number of changes in character states that are required to explain the data.

An example of parsimony inference with four sequences is provided in Figure 4. Figure 4A shows the three unrooted trees that can relate the four sequences, and Figure 4B provides an example data set. For each possible tree, the number of character state changes is computed separately for each nucleotide site, and the parsimony score for the tree is the sum of changes over all nucleotide sites. As an example, consider Figure 4C, which details the number of changes inferred for the first nucleotide site. When character states are placed on tree I (sequences 1 and 2 have an ‘A’, while sequences 3 and 4 have a ‘G’), only one change in character state is needed to explain the data. This one change is a change of character state from ‘A’ to ‘G’ that occurred in the middle branch. Implicit in this inference is the prediction that the two nodes, which represent common ancestors to extant sequences, had character states of ‘a’ and ‘g’ (Figure 4C). Because only one change, or ‘step’, is needed to explain the data, tree I is given a score of ‘1’ for the first nucleotide site. When the same character states are mapped onto trees II and III, at least two changes are required to explain the data (Figure 4C). Note that the two changes could have occurred on any pair of branches on trees II and III; in short, the location of changes in character state cannot be determined with certainty without the addition of a root. Because two changes are required, trees II and III are assigned scores of ‘2’ for the first nucleotide site. When one applies the same method to all five sites (Figure 4B) and the results are summed across sites, tree I has a total score of 5, tree II has a total score of 7 and tree III has a score of 6. Tree I has the lowest total score, requires the fewest evolutionary steps, and is thus the most parsimonious tree.

Many proponents of parsimony defend the approach on philosophical grounds [28], because in minimizing extra steps it also minimizes the number of additional ad hoc hypotheses (parallel or reversed nucleotide substitutions, in the case of sequences) required to explain the data. In its fundamental form, parsimony with equal weighting of all characters (often called unweighted parsimony) ignores superimposed substitutions and treats multiple hits as an inevitable source of false similarity (homoplasy) that adds extra mutational steps to shortest trees.

The basic method can be modified by various forms of weighting to compensate for multiple hits.
Character or character state changes can be weighted \textit{a priori} to approximate the evolutionary models used explicitly in other approaches. For example, because silent substitutions usually greatly outnumber replacement substitutions and most silent substitutions occur at third codon positions, it is anticipated that most multiple hits will occur at third positions. If so, then changes at third positions may in general be less phylogenetically reliable than those at other positions (but see [105]), and they could be made to have less influence on the analysis by down-weighting. If synonymous sites are down-weighted, a mutational step at a third position site does not contribute as much to the score of the tree as a change involving a first or second codon position. Similar arguments can be made for character state changes rather than positions. If, as is often true, transitions (base changes between A and G or between C and T) are more prevalent than transversions (changes between purines and pyrimidines), then it might be assumed that most multiple hits, and hence the preponderance of misleading phylogenetic signal, involve transitions. Under these assumptions, the down-weighting of all transitions is justified.

Other weighting methods compensate implicitly for multiple hits by down-weighting all characters that show homoplasy. This can be done during tree searching [44, 45] or \textit{a posteriori}, through iterative cycles of weighting and tree searching [27, 10]. Clearly, if multiple hits are responsible for parallelisms and reversals at particular characters, down-weighting of these characters compensates for multiple hits. Proponents of these methods point out that no particular \textit{a priori} assumptions about the value of character transformations are required, which is useful in that no generalizations need be made about, for example, all third codon positions or all transitions being particularly labile [21].

Because parsimony algorithms count discrete steps, it is common for searches to identify numerous equally most parsimonious trees. The strict consensus of such a set of trees shows only the groups (clades) shared among all of the trees, and will therefore be poorly resolved if equally parsimonious topologies are in conflict with one another. The strict consensus tree thus is usually not itself one of the most parsimonious trees, but is useful in identifying groupings supported by all optimal trees. The majority rule consensus tree, as the name suggests, shows groupings that occur in the majority of equally most parsimonious trees. It is often far more resolved than the strict consensus tree. However, there is no particular biological significance to the majority rule tree, because all equally most par-
simonious trees, even those in the minority, represent equally tenable phylogenetic hypotheses.

**Distance**
The distance approach to phylogeny reconstruction begins with estimation of pairwise distances between nucleotide sequences. Pairwise distances compensate for multiple hits by transforming observed percent differences between aligned sequences into an estimate of the actual number of nucleotide substitutions, using one of the various models of molecular evolution described above. One can think of distance estimates as containing two terms: the observed dissimilarity between sequences plus a compensation term. The compensation term becomes larger as the observed dissimilarity increases, by an amount that is dependent on the model invoked.

Minimum evolution is a commonly used distance criterion for choosing an optimal tree. The minimum evolution tree is the tree for which the sum of all branch lengths is smallest. Although this may sound superficially like parsimony, the approach is not explicitly character-based, because a pairwise distance matrix, rather than changes at individual nucleotide positions, is used in the tree building process. The minimum evolution method thus does not count individual mutational steps as does parsimony. The very fast Neighbor-Joining algorithm [118] provides a good approximation of the minimum evolution tree and is available in many software packages, such as MEGA and PAUP*. However, like the heuristic search strategies described above, different results may be obtained depending on the entry order of sequences [29], and it is therefore advisable to perform several searches with random entry order.

Neighbor-Joining is preferred for distance analyses over the older and even more widely available UPGMA algorithm, because unlike UPGMA it does not assume that all the sequences evolve at the same rate. The UPGMA algorithm has been shown to be inaccurate under a wide variety of conditions (e.g. [59]) and should not be used with DNA sequences.

Pairwise distances and the branch lengths estimated from them can be calculated to many significant figures. Thus, unlike parsimony with its discrete steps, there are rarely ties among distance trees. However, it is misleading to argue that distance methods should be preferred over parsimony because the former identifies a single tree as optimal. In fact, many distance trees may be nearly equally optimal and should probably be considered as suitable phylogenetic hypotheses for a given data set. The set of equally optimal trees can be determined with statistical comparison of the length of distance trees (e.g. [115]).

**Likelihood**
Maximum likelihood is a family of statistical approaches commonly used throughout the biological sciences. Its application in phylogenetics involves estimating the likelihood of observing a particular set of aligned sequences given a model of nucleotide substitution and a tree topology. As with distance methods, choice of the substitution model and its particular parameters provides the means of allowing for multiple hits. However, maximum likelihood is more like parsimony in that each character (aligned nucleotide position) contributes directly and individually to the overall optimality score, in this case the probability of data given the model and tree. Given a tree topology, branch lengths are estimated according to the model and parameters chosen, and the probability of obtaining the particular character states is estimated for each nucleotide position. These probabilities are multiplied together to obtain the overall likelihood for the topology in question, which is usually presented as its negative logarithm. Like distances, these values can be expressed to several decimal places, so there is little chance of ties among nearly equally optimal trees. One advantage of likelihood methods is that a statistical test called the likelihood ratio can be used to evaluate many properties of trees [75, 58, 76]. A good introduction to the methods and philosophy of likelihood can be found in Lewis [79].

The likelihood method is very flexible, in that models can range from general to highly specific and can adjust for many sources of variation. Perhaps most importantly, nucleotide substitution models are used directly in the estimation process, rather than indirectly as in *a priori* weighted parsimony models. Likelihood thus has the advantage of being character-based, like parsimony, but model-based, like distance methods. However, likelihood methods are computationally very intensive, much more so than either distance or parsimony. Likelihood searches are usually practical with only relatively small numbers of sequences, even using heuristic search strategies.

**Robustness and reliability**
Whatever the method used to construct a tree, it is common to present some numerical assessment of the reliability of the groupings it depicts. The most
commonly used method for this is the phylogenetic bootstrap [32], which simulates obtaining new data on the relationships among a group of sequences by resampling (with replacement) the same set of characters and performing a new phylogenetic analysis. This is done many (100–10,000 or more) times and a majority rule consensus tree is constructed for the resulting trees. The frequency with which particular groupings appear on the majority rule tree gives a measure of their support by the sequence data.

A number of studies have investigated the theoretical and empirical behavior of bootstrapping [154, 155, 52, 126]. These studies generally report that the bootstrap value is a conservative estimate of the level of support for a cluster of sequences. For example, Hillis and Bull [52] used computer-generated phylogenies to investigate the behavior of the bootstrap test; they found that a bootstrap value of 70% reflected an empirical cut-off wherein the group of sequences was almost always (95% of the time or better) a true phylogenetic group. Although the significance of bootstrap values varies with the data set and the method of phylogenetic inference, a bootstrap value of 70–80% is often taken to indicate strong support for a cluster of sequences.

The bootstrap is not the only method to assess reliability. For distance methods, confidence intervals can be estimated for particular groupings, using variances that are calculated along with pairwise distances [115–117]. For parsimony, the parsimony jackknife [29] is a fast alternative for identifying well supported groupings, and has recently been used with data sets of over 2000 plant rbcL sequences [67]. Another widely used estimate of support is the Bremer support index, also called ‘decay analysis’ [8, 9]. In this method, trees one step longer than the most parsimonious tree are retained along with most parsimonious trees, and the strict consensus of these trees is constructed. Comparison of this strict consensus with the strict consensus of most parsimonious trees reveals which clades collapse (decay) after one additional step. This process is continued for two steps, three steps, and so on until all clades have collapsed in the strict consensus tree. The advantage of the Bremer support index is that it can be computed without multiple searches; in contrast, bootstrapping can be a time-intensive procedure because it requires a new search with each resampled data set. The disadvantage of Bremer support statistics is that they vary substantially from data set to data set, and there is therefore no objective basis for interpretation of Bremer support indices with any given data set. For any method and any data set, it is important to apply some measure of reliability, because the measures can indicate which groupings within a tree have strong support.

There have also been efforts to compare different methods of phylogeny reconstruction, mainly using computer simulations (e.g. [57]) and occasionally using experimental biological systems with known phylogenies (e.g. [15]). In general, all of the methods are fundamentally reliable for most data sets. Some molecular phenomena cause problems for all methods, but in many cases the problem can be alleviated if an evolutionary model matching the phenomenon is used to compensate for the problem [151, 37]. Principal examples of problems are unequal amounts of divergence in different lineages [30], as can occur when DNA sequences evolve very rapidly in one lineage but not another, or radically different base compositions in different sequences of the same data set [130]. It is largely how the different phylogenetic approaches handle these extreme cases that fuels the controversy about choice of method. In general, however, it is commonly observed that although different methods may identify different topologies as optimal, the differences among these topologies usually involve poorly resolved groupings. Groupings strongly supported in the optimal tree from one method often seem to be robust to choice of method.

Inferring the relationships of organisms from molecular data: incongruence among phylogenies

**Gene trees vs. species trees**

For many molecular phylogenetic studies the goal is to infer species relationships. This adds a layer of complexity to the problem of resolving tree topologies, because a perfectly good gene tree may not faithfully depict relationships among the species from which the genes were sampled. Three common sources of incongruence between gene trees and taxon (species) trees are: (1) mixing paralogous and orthologous sequences, (2) introgression of genes among species, and (3) sorting of ancestral polymorphisms (for reviews see e.g. [100, 146]).

As detailed above, orthologous sequences in a group of taxa (species, genera, etc.) track speciation events, whereas paralogous sequences trace the history of the gene duplication event. Thus, only orthologous sequences can be used to infer taxonomic relationships. Consider the case of an ancient gene duplication
that took place in the ancestor of higher plants (Figure 3B), with two paralogous sequences (genes A and B) sampled from each of four species. The reconstructed phylogeny for the higher-plant sequences shows a divergence between A and B sequences, with two identical subtrees: one for paralogue A and one for paralogue B. Each subtree is a faithful depiction of species' relationships, but consider what happens when a mixture of A and B sequences is sampled (Figure 3D). Sampling the A paralogue from snapdragon and the B paralogue from pine, soybean and rice produces a tree with soybean and rice, rather than soybean and snapdragon, as sister species (Figure 3D). This is clearly incorrect, yet the tree itself is in no way wrong as a gene tree – the soybean and rice B paralogues do indeed share a more recent common ancestor than either does with the A paralogue of snapdragon. This example illustrates that it is difficult to place much confidence in a gene tree as representative of species relationships without rigorous demonstration of orthology among sequences.

Introgression and sorting of ancestral polymorphisms are common problems at lower taxonomic levels, and both produce similar patterns [102]. Introgression is a familiar phenomenon to plant breeders, but it also occurs in nature (see the paper by Rieseberg et al. in this volume). Hybridization and recurrent backcrossing in one direction move one or more genes from one species into another. For the systematist, the problem is that an introgressed gene moves physically but not phylogenetically. For example, if a resistance gene from Lycopersicon pennellii introgressed into L. esculentum remains a L. pennellii gene. A phylogeny reconstructed from this locus will place L. esculentum with L. pennellii regardless of the true relationships among these and other Lycopersicon species.

The sorting of ancestral polymorphisms (also known as ‘lineage sorting’) is a stochastic process that is predicted from population genetic theory. Consider a species with alleles A and B at a locus (Figure 5). This species gives rise to two daughter species, one of which (species 1) inherits only allele A whereas the other inherits both alleles. This polymorphic daughter species in turn gives rise to two daughter species, one of which (species 2) inherits only allele A whereas the other (species 3) inherits only allele B. Clearly, species 2 and 3 share a more recent common ancestor than either does with species 1. However, if sequences from this locus are used to reconstruct the phylogeny of these species, the resulting tree will show species 1 and 2 as sister species, because they both share allele A. The ancestral polymorphism has been sorted into the three descendant species in such a way as to be phylogenetically misleading as to species relationships, though it is a perfectly accurate depiction of the relationships of the alleles themselves. It is worth noting that the pattern of incongruence could also be explained by introgression among taxa; it is generally very difficult to distinguish between lineage sorting and introgression [142].

**Incongruence among phylogenetic trees**

It is not uncommon for systematists to find that different genes – or, alternatively, molecular vs. morphological data sets – do not yield identical phylogenies. In one sense, incongruence among the topologies of
Different trees is inconvenient, and incongruence is often seen as an error that must be accounted for. However, topological disagreement can arise from biologically meaningful phenomena, and therefore can provide important insights when understood properly [146]. For example, incongruence between a chloroplast gene tree and the trees for several nuclear genes may suggest that introgression has occurred involving only the chloroplast genome [114]. This is significant for inferring organismal phylogenies, and also potentially for understanding the evolution of interactions between nuclear and organelar genes.

Disagreements between gene topologies and organismal phylogenies are critical in understanding the homologies of gene families. It is a basic premise in evolutionary biology – and therefore in any comparative approach – that commonality of function across species is underlain by commonality of genes. This can be rephrased in evolutionary terms to state that structural and functional homologies across species should involve orthologous and not paralogous genes. The difficulties inherent to identifying true orthologues have already been discussed, but an underlying obstacle is undersampling of most plant genomes. Many gene families have been studied largely by the accumulation of cDNA sequences from studies with diverse goals, often on different tissues. This leads to the likelihood that many family members are not represented in gene trees. Even if comprehensive attempts are made to identify all members of a gene family, the possibility exists that some will be missed. This will be true even when full genome sequences are available, because genes may be lost in the course of evolution.

The fact that some genes are ‘missing’ may be hypothesized by comparing gene trees with other phylogenetic information. As noted above, orthologous genes should track organismal phylogenies. If discrepancies are observed between the relationships among gene family members for several species and the relationships of those species, then one explanation is that some genes have not been identified. In the above example of duplicate genes in rice, soybean, snapdragon and pine (Figure 3), full sampling of both paralogues in all four taxa should produce a tree from which the correct relationships can be inferred from either subtree. However, if one is confident in the taxonomic relationships, and in the quality of the molecular data, then it may be possible to infer, from a partially sampled set of genes, which members have not yet been sampled from which taxa. This can be critical knowledge for using information from a well-studied model system to guide the search for orthologues underlying a phenomenon of interest in a less-studied species.

Of course, it is also possible that the true orthologue may never be found. Redundancy of genes, in some (many?) cases due to the polyploid nature of most plants (see the paper by Wendel in this volume), means that some members of gene families are likely to have become pseudogenes. Such genes are expected to accumulate substitutions at the neutral rate, meaning that over time they may not retain a great deal of sequence similarity with homologous functional members of their family. Moreover, such genes also accumulate deletions and insertions, hastening their divergence from homologues, and in some cases pseudogenes may be eliminated from the genome entirely. This type of gene absence is also of interest, however, because the complete absence of an orthologue to a gene of known critical function leads to the hypothesis that some other gene has been recruited to perform this function. Such a gene may be paralogous or perhaps not even homologous; finding such a gene may reveal much about such phenomena as pleiotropy and epistasis.

For simple cases, it is often apparent where genes are missing. For more complex situations, where the relationships among the plants themselves may be unclear, methods are being developed that use the principle of parsimony to hypothesize duplications, gene losses, and speciation events simultaneously [106]. The hypothesis of incongruence should be tested rigorously in all but those cases where relationships are so clear as to make this trivial. Various phylogenetic and statistical methods are available for testing the significance of incongruence between two data sets or the trees inferred from them [65].

Neutral Theory and the tempo and mode of molecular evolution

The Neutral Theory

Phylogenetic inference is crucial for understanding the tempo and mode of evolutionary change as well as for documenting evolutionary relationships. Most studies of tempo and mode are explicitly designed to provide information about the pattern and strength of natural selection. Much of this inference relies on comparing real data to predictions that are based on the Neutral Theory of molecular evolution. Because the Neutral Theory plays such a critical role in molecular evolutionary analysis, we will briefly explain some aspects
of the Neutral Theory before outlining methods to examine the tempo and mode of molecular evolution.

The Neutral Theory was postulated independently by Kimura [68] and King and Jukes [73]. The theory was radical because it stipulated that most evolutionary change was invisible to natural selection and therefore evolutionarily neutral. The fate of neutral mutations is determined by the stochastic process known as random genetic drift. Under the process of genetic drift, a new neutral mutation — which is typically found in only one individual in a population of individuals — will usually be lost to evolution, but occasionally by chance a neutral mutation can become the predominant variant in a population.

Contrary to common misconception, the Neutral Theory of molecular evolution neither ignores natural selection nor constitutes an alternative to natural selection. The Neutral Theory recognizes that negative selection or selective constraint is a potent force in the evolution of genes [71]. Negative selection is the culling of deleterious mutations from populations. The most obvious example of negative selection is that of the lethal mutant, which cannot contribute to the next generation by virtue of its lethality. Kimura also recognized that positive (or adaptive) mutations must occur and can motivate evolutionary change. The radical aspect of Neutral Theory was the assertion that positive selection events are rare relative to the number of evolutionary changes brought about by neutral mutations and random genetic drift [72]. On the whole, this assertion has proven to be true at the molecular level.

The Neutral Theory of molecular evolution was formulated before the advent of DNA sequence data, yet it was remarkably prescient. For example, the Neutral Theory predicted that rates of nonsynonymous nucleotide substitutions would generally be slower than rates of synonymous nucleotide substitution [69]. The neutralist interpretation of this phenomenon is that most synonymous mutations are neutral (or nearly-neutral) because they do not change amino acids and therefore have little or no effect on gene function. In contrast, most nonsynonymous mutations are removed by negative selection pressure because the mutations have a detrimental impact on protein function. The Neutral Theory also predicted that: (1) gene regions of functional importance should evolve more slowly than less important regions and (2) duplicated genes should differ in their evolutionary rate [72]. These predictions have been confirmed by a number of studies.

The Neutral Theory is quantitatively tractable and makes many predictions that apply both to population genetics and to molecular evolutionary analyses. These predictions form the basis of null hypotheses that can be tested; in fact, the most valuable role of Neutral Theory may be its role as a null hypothesis. In the following sections, we outline the use of the Neutral Theory as a null hypothesis for studies of molecular evolution, with particular emphasis on detecting the effects of natural selection at the molecular level.

Rates of nonsynonymous and synonymous evolution as a measure of adaptive evolution

One interesting prediction of Neutral Theory concerns the ratio of nonsynonymous to synonymous nucleotide substitutions. This ratio can provide important evidence about gene function, and can provide insights into specific amino acid residues that are functionally important. We will refer to the ratio as $d_n/d_s$, where $d_n$ is the distance estimate of the number of nonsynonymous substitutions separating two sequences and $d_s$ is the distance estimate of the number of synonymous substitutions between sequences.

In pairwise comparisons between most homologous protein coding sequences, $d_n/d_s$ is less than 1.0. The neutralist explanation for this phenomenon is that most nonsynonymous substitutions are deleterious and are thus retained infrequently relative to synonymous substitutions. A $d_n/d_s$ ratio less than 1.0 is often used as evidence to argue that a gene evolves with constraint on amino acid replacements and is therefore functional. On the other hand, if replacing amino acids has no effect on the function of the protein, then both nonsynonymous and synonymous substitutions are completely neutral. In this case, $d_n/d_s$ will equal 1.0 because selection does not discriminate between nonsynonymous and synonymous substitutions. Finally, if there is adaptive selection for nonsynonymous substitutions, then $d_n/d_s$ can be greater than 1.0. A $d_n/d_s$ value greater than 1.0 is commonly taken as evidence that the protein is under diversifying selection for increased amino acid diversity.

The latter phenomenon has been characterized, but very rarely. The classic example of $d_n/d_s > 1.0$ is the MHC class I antigen recognition site [61]. The adaptive advantage to diversity at the antigen-recognition site is clear: the greater the diversity at the receptor
site, the better the ability to recognize, bind and defend against a broad array of pathogens. In fact, a high $d_\text{s}/d_\text{n}$ ratio appears to be a general feature of pathogen and defense interactions [25], including plant-pathogen interactions [98] (also see the paper by Richter and Ronald in this volume). In this context, identification of the amino acid residues with high $d_\text{s}/d_\text{n}$ ratios can provide evidence of the regions of molecules that are contact points for pathogen-defense interactions [103]. High $d_\text{s}/d_\text{n}$ ratios have also been found in systems that do not play a role in pathogen interactions, such as vertebrate lysozyme [93], but it appears that high $d_\text{s}/d_\text{n}$ ratios are rare in genes that are not involved in pathogen interactions.

The characterization of $d_\text{s}/d_\text{n}$ ratios constitutes a test for adaptive selection events that is largely based on the expectations of Neutral Theory, but it is important to interject two notes of caution regarding the test. First, the test for $d_\text{s}/d_\text{n} > 1.0$ detects only diversifying selection, which constitutes a limited subset of adaptive selection events. Based solely on $d_\text{s}/d_\text{n}$ ratios, it would be inappropriate to conclude that there has been no adaptive selection between sequences but rather that there have not been enough adaptive events to elevate $d_\text{s}/d_\text{n}$ higher than 1.0. For example, changes to a few key residues at the active site of a protein could be strongly adaptive, but these changes would represent too small a fraction of the overall change to elevate $d_\text{s}$ substantially. The second word of caution has to do with testing statistically whether $d_\text{s}/d_\text{n}$ is greater than 1.0. Simply observing that $d_\text{s}/d_\text{n}$ is greater than 1.0 is not sufficient to demonstrate adaptive selection, because the variation inherent in estimating $d_\text{s}/d_\text{n}$ will occasionally inflate the ratio higher than 1.0. The lack of a statistical approach has been evident in the plant molecular biology literature [107]. Statistical methods to test whether $d_\text{s}/d_\text{n} > 1.0$ are available [103, 152] and have been applied to plant sequences [98, 143].

**The molecular clock and the study of rates of molecular evolution**

**The molecular clock hypothesis**

The molecular clock was born of empirical observation but gained an underlying theoretical basis from Neutral Theory. The empirical observations came from the early 1960s, when researchers were first able to compare homologous amino acid sequences from different species. These comparisons revealed that the number of differences between amino acid sequences varied roughly linearly with the time of divergence between species [156, 86, 157], suggesting that amino acid replacements were accruing at a regular ‘clock-like’ rate over time. These observations led to the formulation of the ‘molecular clock’ hypothesis [157], which posits that either nucleotide substitutions or amino acid replacements occur at a regular rate per year. An important corollary prediction of the molecular clock hypothesis is that rates of molecular evolution are equal among diverse evolutionary lineages.

The molecular clock hypothesis has had important implications for the study of evolutionary phenomena, and it can be especially useful for estimating divergence times between taxa in the absence of a fossil record. For example, Sarich and Wilson [123] used a molecular clock argument to hypothesize that man diverged from other higher primates about 5 million years ago. This estimate was four-fold lower than contemporary divergence estimates based on the fossil record, but subsequent paleontological work has confirmed the estimate based on the molecular clock argument. Molecular clock arguments have also been used to estimate the origin of angiosperms and the date of the monocot-dicot divergence [89, 148]. It is worth noting, however, that molecular clock estimates do not always agree with each other or with fossil-based estimates.

The early work of Sarich and Wilson [123] illustrates the potential utility of the molecular clock for dating evolutionary events. Because of this potential, a good deal of effort has been invested into testing the clock hypothesis, but there are two additional reasons for examining the rates at which macromolecules – particularly DNA sequences – change over time. The first additional reason to study rates of evolution is because molecular clocks are a central issue in debates over the mode of molecular evolution. The Neutral Theory provides theoretical justification for a molecular clock by stating that a molecular clock is expected if rates of mutation are constant per year in different evolutionary lineages [71]. Subsequent arguments have claimed that mutation rates in different evolutionary lineages should be constant per generation rather than per year. Under these conditions, Neutral Theory predicts that there should be a generation-time clock, wherein organisms with fast generation times have fast rates of molecular evolution [104, 149]. Both time-calibrated and generation-time-calibrated molecular clocks are consistent with Neutral Theory. However, some have criticized the biological assumptions underlying the neutral argument [41], and there
is still debate as to whether it is reasonable to expect molecular clocks to hold. It is thought that empirical characterization of molecular clocks will shed light on these debates and make it possible to infer the mechanisms underlying evolutionary change.

The extent to which either the time-calibrated clock or the generation-time clock holds is unclear, despite extensive empirical efforts [149, 82, 23, 83]. In plants, it appears that time-calibrated molecular clocks do not hold, but there may be generation-time clocks [7, 38, 36, 40]. In addition to molecular clocks based on time and generation-time, researchers have also hypothesized that rates of molecular change correlate with metabolic rates [88, 1, 87] and rates of speciation [91, 7]. The eventual resolution of the behavior (or the complete lack) of molecular clocks will rely on continued empirical characterization of nucleotide substitution rates.

A second and equally important reason to study rates of change in DNA sequences is that they can provide insights into gene function. It has long been known that amino acids in structurally important protein regions – for example, a catalytic site of an enzyme or an important functional motif – tend to evolve more slowly than amino acids in less important regions [72]. Similar arguments apply to promoter regions embedded in non-coding DNA; in some cases, promoter regions have been identified because of their slow rate of evolution [158]. Study of evolutionary rates can also help provide clues into the evolution and function of multigene families. Empirical studies have shown that different members of plant gene families often evolve at different rates [145, 39, 90, 127]. Such differences could indicate slightly different functions among paralogous gene copies [138], low functional constraint on redundant gene copies [72], or different mutational dynamics in different regions of the genome.

Measuring evolutionary rates

It is instructive to define two basic measures of nucleotide substitution rates: absolute rates and relative rates. The measurement of absolute rates requires homologous nucleotide sequences from at least two taxa and an estimate of the divergence time between the taxa. Given these data, \( k \), the absolute rate of nucleotide substitution per site per year, is estimated by

\[ k = \frac{\hat{d}}{2\hat{T}} \]

where \( \hat{d} \) is the estimated number of nucleotide substitution events per nucleotide site between homologous sequences, and \( \hat{T} \) is the estimated divergence time between taxa. The estimation of \( \hat{d} \) is usually based on the application of nucleotide substitution models, and the divergence time \( T \) must be estimated from fossil records or from indirect measures of divergence times such as vicariance events. An example of an absolute rate estimate comes from the \( adh1 \) gene in grasses. The fossil record suggests that maize and rice diverged 50 million years ago [148], and the number of DNA substitutions between maize and rice \( adh1 \) sequences is estimated to be 0.53 substitutions per synonymous site, using the distance model of Kimura to estimate distances [70]. Thus, the rate of \( adh1 \) evolution in this example is estimated to be \( 5.3 \times 10^{-9} \) substitutions per synonymous site per year.

Three characteristics of absolute rate estimates deserve comment. First, estimates of \( k \) can be compared among independent evolutionary lineages. For example, \( adhC \) in cottons has been measured to evolve at a synonymous rate of \( 1.5 \times 10^{-9} \) substitutions per site per year [128], suggesting that \( adhC \) in cottons has evolved more slowly than \( adh1 \) in grasses. Second, in many cases it is not possible to estimate absolute rates because gaps in the fossil record preclude reasonable estimation of \( T \). Third, absolute rates can be averaged across nucleotide sites, but substitution rates commonly vary among sites. This is especially important for rates of nonsynonymous and synonymous nucleotide substitutions; it is often wise to employ a nucleotide substitution model that allows separate estimation of nonsynonymous and synonymous rates.
In the absence of fossil time estimates, rates of evolution can be compared between evolutionary lineages by the relative rate method. The relative rate method does not lead to an estimate of \( k \), the number of nucleotide substitutions per site per year, but it does provide a framework for testing the time-calibrated molecular clock. There are many variations on the relative rate method, but the simplest approach requires three homologous nucleotide sequences: two ingroup sequences (represented by sequences A and B in Figure 6) and an outgroup sequence. Given the phylogeny of these three sequences (Figure 6), rates of nucleotide substitution can be compared between the evolutionary lineages leading to the two ingroup sequences. Specifically, the relative rate between ingroup sequences from taxa A and B is defined as

\[
\hat{r} = \frac{\hat{d}_{AC}}{\hat{d}_{BC}}
\]

where \( \hat{r} \) represents the relative rate estimate, and \( \hat{d}_{AC} \) and \( \hat{d}_{BC} \) represent the estimated number of substitution events on the branches leading from the common ancestor C to ingroups A and B, respectively. It is important to note that the parameter \( r \) is independent of the time dimension, because both \( d_{AC} \) and \( d_{BC} \) are functions of the time of divergence between taxa A and B; when the ratio is taken, divergence time cancels out.

When \( r \) is not significantly different from one, then rates of evolution are similar in two evolutionary lineages, and it can be reasonably concluded that sequence divergence is linearly related to time. In other words, if \( r = 1 \) then there is evidence for a time-calibrated molecular clock.

The null hypothesis that \( r = 1 \) (or, more exactly, that \( d_{AC} = d_{BC} \)) is testable by the relative rate test [123]. There have been several implementations of the test for application to nucleotide sequences, and we refer readers to these publications for greater detail [149, 80, 97, 134, 95, 136, 46]. It should also be noted that the lack of a time-calibrated molecular clock makes it difficult, but not impossible, to use nucleotide substitution rates to estimate divergence dates between taxa [119, 140].

**Selection at the population level: molecular population genetics**

Molecular population geneticists focus on measuring the amount and pattern of genetic diversity in a species or population. There are several reasons to measure genetic diversity, but the primary reason is to investigate the strength and effects of natural selection. Neutral Theory plays an important role in this task, because Neutral Theory serves as the null hypothesis to test against actual data. When the data do not fit the predictions of Neutral Theory, it is often appropriate to infer that genetic variation has been affected by natural selection.

The *modus operandi* of molecular population genetics is to sample genetic diversity at the DNA level, usually by sequencing the same gene from several different individuals of the same species. The gene may be chosen for any of several reasons. For example, in a cultivated plant there may be interest in genetic diversity among alleles of a gene that encodes an important agronomic trait [144]. Researchers may also want to contrast genetic diversity between genes from different chromosomal regions [5, 22]. Whatever gene(s) are chosen, DNA sequence data provide a wealth of information about the amount of genetic diversity in the gene, the frequency of variants in the sample and the genealogical (or phylogenetic) relationships among alleles.

A genealogy is a summary of the genetic or phylogenetic relationships among sequences (alleles) drawn from a single gene or locus (Figure 7). Each branch in the genealogy represents an allelic lineage. The branching structure of the genealogy is shaped by evolutionary processes such as mutation, the effective (or long-term) population size of the species, the pattern and strength of selection acting on the locus, recombination, and demographic factors. One important feature of a genealogy is the depth in time of the
Coalescent theory provides a theoretical framework to study features of genealogies [74, 55]. For example, coalescent theory predicts that the time depth of the genealogy is expected to be roughly four times the long-term population size of the species, when many sequences are sampled and the gene is evolving neutrally [74]. The time-depth of the genealogy is closely related to the amount of genetic diversity in the genealogy, because long-lived allelic lineages have more time to accrue genetic mutations.

Selection can affect the amount of genetic diversity at a locus, and this, in turn, affects the depth of the genealogy. There are many kinds of selection to consider, but we will discuss only two here: selective sweeps and balancing selection. The two kinds of selection have opposite effects on both the amount of variation within a locus and on the time-depth of the genealogies sampled from that locus.

A selective sweep refers to the fixation of an adaptive allele. As the adaptive allele is driven to fixation by selection, it ‘sweeps away’ genetic variation that is not linked to the adaptation. A gene that has experienced a recent selective sweep has less variation than an unlinked ‘neutral’ gene, and it also has a more shallow genealogy (Figure 7). One way to test for a selective sweep is to compare genetic diversity between loci. The first test of this type was the Hudson, Kreitman and Aguade (or HKA) test [56], which has been applied widely. Some tests for selective sweeps do not rely on comparisons between loci but instead use information about the frequency distribution of variants within the sample of sequences [133, 35]. Altogether, there is good evidence that selective sweeps do occur (e.g. [47, 54]), but it appears that they occur infrequently. Thus far, there are few examples of selective sweeps in plant genes, but two have been documented in maize genes that appear to have been associated with domestication [48, 144].

In contrast to selective sweeps, balancing selection acts to maintain genetic variation, with the net result that loci under balancing selection tend to have high levels of diversity and deep genealogies relative to neutral loci (Figure 7). Classic examples of loci under balancing selection include Drosophila adh [77] and the self-incompatibility alleles of solanaceous plants [64, 12]. One feature of loci undergoing balancing selection is that allelic lineages can be very long-lived (e.g. [64]). This feature has been utilized to make inferences about population events in the ancient past [135, 113]. The paper by Richman and Kohn in this volume describes studies of the genealogy of sequences from a locus under balancing selection, and Richman and Kohn use these genealogies to try to infer demographic events (population bottlenecks) during the evolution of species.

One of the more interesting findings of molecular population genetics is that the level of DNA sequence diversity varies throughout the genome as a function of recombination rate. In Drosophila, for example, loci near centromeres tend to have low recombination rates and also tend to have low levels of genetic diversity, but both recombination rate and genetic diversity increase toward the tips of chromosomes [5]. The relationship between diversity and recombination is not because recombination is mutagenic, rather it reflects an interdependence between natural selection and recombination [5, 11]. In regions of low recombination, linkage between nucleotide sites ensures that selection for or against a single nucleotide substitution will affect a large region of the genome. In regions of high recombination, nucleotide sites are nearly independent, so selection on a single site affects a much smaller region of the genome. The net result of the interdependence between selection and recombination is that: (1) levels of genetic diversity can be a function of chromosomal position and (2) large chromosomal regions can be genetically depauperate. These phenomena have been documented in plants as well as Drosophila [22, 131], but there is still much to learn about the dynamics of genome evolution as it relates to diversity.

Thus far, the molecular population genetics of plants have been most studied in maize and Arabidopsis [63, 109, 110]. These two systems make an interesting contrast, because their differences in breeding system (outcrossing vs. inbreeding) result in different patterns and types of genetic variation. The contrast between breeding systems has also been made in other taxa [14, 84]. Molecular population genetic approaches have also proven fruitful for studying the effects of selection [48, 144] and population bottlenecks [26, 53] during the domestication of maize.

The future: an integration of molecular biology and evolutionary analysis

Perhaps the most important interface between molecular genetics and evolutionary biology is achieving an understanding of the molecular basis of phenotypic
change. With the advent of genomic technologies, most of the genes of a few select taxa will be identified. The challenge will be to elucidate the function of these genes; to this end, comparative – and therefore evolutionary – approaches will prove important.

Examples of the comparative approach to elucidate function are becoming more frequent, but the body of work by Doebley and coworkers constitutes a particularly instructive example of the interplay of molecular and evolutionary approaches. The work began in the background of debates over the origin of maize. The phenotypic differences between maize and its wild relatives are pronounced [62], which had made it difficult to positively identify the wild relatives of maize. The application of molecular systematic approaches largely resolved the debates, because molecular phylogenetic studies of maize and its wild relatives clearly indicate that maize is closely related to one particular Zea taxon (for a review, see [16]).

Given the close relationship of maize and its wild relatives, the next logical question was: What are the genes responsible for the huge phenotypic differences between maize and its wild relatives? Doebley and coworkers used a comparative quantitative genetics approach to answer this question. They crossed maize with its wild ancestor and discovered that five quantitative trait loci (QTL) segregating in the crosses explained most of the phenotypic variation between the two taxa [17]. They followed this work with attempts to isolate the QTLs. Using molecular approaches – most notably, genetic screens with transposable element-induced mutations – they isolated the tbl gene [19], which was previously shown to contribute to the phenotypic differences between maize and its wild ancestor [18].

Molecular analysis has shown that the tbl gene acts as a repressor of organ growth. The gene is up-regulated in the lateral-branch primordia of maize, resulting in short lateral branches in maize relative to its wild ancestors [19]. However, functional studies alone do not prove the role of tbl in domestication; since domestication is a historical event, an evolutionary approach can provide additional evidence of the role of tbl. The reasoning for an evolutionary investigation of tbl is as follows: if tbl was important to domestication, then the gene was under strong selection by the domesticators. If it was under strong selection, then the tbl locus should contain much less genetic variability than maize loci that were not under selection. A recent population genetic study has shown that this gene contains little genetic variation and has experienced a selective sweep associated with domestication [144]; this sweep is consistent with the role of tbl in domestication. Surprisingly, this selective sweep covers only the promoter region of the gene, suggesting that selection during domestication focused on a regulatory variant (rather than a protein variant) at the tbl locus [144]. Altogether, the study of genes conferring domestication-associated traits has demonstrated the power and utility of molecular genetics coupled with evolutionary analysis.

Other examples of the interplay between molecular genetics and evolutionary analysis are becoming surface. For example, Bennetzen and Kellogg [6] recently mapped a phenotypic character (genome size) onto a phylogeny of the grass family. They used this analysis to argue that genome size fluctuations are largely unidirectional, with an evolutionary trend toward ‘genomic obesity’. This argument was especially compelling in the background of Bennetzen and coworker’s studies of retrotransposon distributions in the maize genome [129, 121]. These studies suggest that retrotransposon activity has been rampant in the maize genome during the past 3–6 million years and may, in fact, have led to a doubling of the size of the maize genome [122]. Arguments about retrotransposon activity relied extensively on molecular evolutionary tools to estimate the time of retrotransposon insertions. Thus, evolutionary analyses have provided substantial insight into the structure of grass genomes.

As this volume attests, evolutionary approaches have become particularly important in the study of the function and structure of multi-gene families. With the continued production of plant genomic data (such as genomic sequence and EST data), studies of gene families will expand dramatically to include more paralogous family members and more taxa. The role of evolutionary analysis will be to achieve a better understanding of the tempo and pattern of gene family diversification, including the forces that shape retention and loss of gene family members [13].

The explosion of genomic studies in arabidopsis, rice, maize, cotton and other model systems are providing unprecedented opportunities to wed molecular genetic results – for example, sequence data, comparative microarray data and structural genomic data – to evolutionary analysis. The union of evolutionary genetics and molecular genetics has the potential to provide countless insights into the evolutionary patterns underlying phenotypic function. However, the success of this marriage will rely on the cooperation of
molecular biologists and evolutionary biologists, each with an appreciation for the importance of the other’s approach. The realization of the power of joint evolutionary and molecular genetic approaches in plant biology is just in its infancy; with continued cultivation, this joint approach will prove to be a powerful tool in the new millenium.
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