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(ABSTRACT)

High-throughput whole-genome biological assays are highly intricate and difficult to interpret. The molecular interaction networks generated from evaluation of those experiments suggest that cellular functions are carried out by modules of interacting molecules. Reverse-engineering the modular structure of cellular interaction networks has the promise of significantly easing their analysis. We hypothesize that:

(i) cellular wiring diagrams can be decomposed into overlapping modules, where each module is a set of coherently-interacting molecules and

(ii) a cell responds to a stress or a stimulus by appropriately modulating the activities of a subset of these modules.

Motivated by these hypotheses, we develop models and algorithms that can reverse-engineer molecular modules from large-scale functional genomic data. We address two major problems:

(I) Given a wiring diagram and genome-wide gene expression data measured after the application of a stress or in a disease state, compute the active network of molecular interactions perturbed by the stress or the disease.

(II) Given the active networks for multiple stresses, stimuli, or diseases, compute a set of network legos, which are molecular modules with the property that each active network can be expressed as an appropriate combination of a subset of modules.
To address the first problem, we propose an approach that computes the most-perturbed subgraph of a curated pathway of molecular interactions in a disease state. Our method is based on a novel score for pathway perturbation that incorporates both differential gene expression and the interaction structure of the pathway. We apply our method to a compendium of cancer types. We show that the significance of the most perturbed sub-pathway is frequently larger than that of the entire pathway. We identify an association that suggests that IL-2 infusion may have a similar therapeutic effect in bladder cancer as it does in melanoma.

We propose two models to address the second problem. First, we formulate a Boolean model for constructing network legos from a set of active networks. We reduce the problem of computing network legos to that of constructing closed biclusters in a binary matrix. Applying this method to a compendium of 13 stresses on human cells, we automatically detect that about four–six hours after treatment with chemicals cause endoplasmic reticulum stress, fibroblasts shut down the cell cycle far more aggressively than fibroblasts or HeLa cells do in response to other treatments.

Our second model represents each active network as an additive combination of network legos. We formulate the problem as one of computing network legos that can be used to recover active networks in an optimal manner. We use existing methods for non-negative matrix approximation to solve this problem. We apply our method to a human cancer dataset including 190 samples from 18 cancers. We identify a network lego that associates integrins and matrix metalloproteinases in ovarian adenoma and other cancers and a network lego including the retinoblastoma pathway associated with multiple leukemias.
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Chapter 1

Introduction

A major challenge for biology in the twenty-first century is to integrate multi-level views of cell physiology generated by high-throughput biological screens into a comprehensive understanding of how cells and organisms function. The dramatic revolution in genomics that we have witnessed since the genome of the bacterium *Haemophilus influenzae* was sequenced in 1995 has provided us with the genomes of more than 500 organisms [17]. Our ability to interrogate the cell in more sophisticated ways is also improving at a dramatic pace. For many model organisms, we now have available large repositories of heterogeneous types of genomic and biological data such as transcriptional profiles [28, 33, 46, 152, 170]; protein-protein interaction (PPI) data [7, 8, 21, 157]; protein-DNA binding data [100]; regulatory, signaling, and biochemical networks [83, 100, 154]; and catalogues of gene and protein functions [4].

This explosion in genomics and the parallel revolutionary scale-up in our ability to probe the state of a cell on a genome-wide scale has brought about the advent of systems biology [65, 74, 75, 82, 91]. Rather than studying individual genes or proteins, biologists investigate the behaviour and relationships among all the molecules of a biological system of interest. Integrating different types of information on molecular interactions such as protein-protein, protein-DNA, and synthetically lethal interactions yields a multi-modal wiring diagram of the cell. The cellular wiring diagram forms the foundation of the work presented in this thesis.

Hartwell et al. [65] in a seminal paper argue that cellular functions are carried out by modules of interacting molecules. Biological processes are rarely carried out by a single gene; rather processes are carried out by a network of interconnected molecules acting in concert. The notion of a module is useful if it incorporates a subset of molecules whose function can be viewed in isolation. Several examples of cellular mechanics lend themselves to this idea. Protein synthesis is a discrete function carried out by the ribosome and its associated proteins. Signaling cascades are achieved by groups of proteins with preferential binding. Modules can overlap and have dynamic activity. For example, the dynamic perturbation of groups of integrins facilitate cellular motility and binding in association with metastasis [117]. The availability of genome-wide biochemical assays under diverse cellular perturbations enable the exploration of modules as a tool for understanding cellular activity.
This Ph.D. thesis rests on two hypotheses that are motivated by the promise of modular cell biology. First, we hypothesize that cellular wiring diagrams can be decomposed into overlapping modules, where each module is a set of coherently-interacting molecules. Second, we suggest that a cell responds to a stress or a stimulus by appropriately modulating the activities of a subset of these modules. The goal of this thesis is to test these hypotheses by developing models and algorithms that can reverse-engineer molecular modules from large-scale functional genomic data. In fact, the second hypotheses inspires a novel approach for computing modules that is the basis for this thesis. Suppose that for a diverse variety of stresses or diseases, we have available the cellular interaction networks perturbed by or responding in each stress/disease. Given this set of perturbed networks, can we reconstruct modules in such a manner that they may be combined to yield each perturbed network with a high degree of accuracy. Accordingly, we address two major problems:

(I) Given a wiring diagram and genome-wide gene expression data measured after the application of a stress (e.g., nutrient starvation) or in a disease state (e.g., leukemia), compute the response network of molecular interactions perturbed by the stress or the disease.

(II) Given the response networks for multiple stresses, stimuli, or diseases, compute a set of network legos, molecular modules with the property that each response network can be expressed as an appropriate combination of a subset of network legos.

This two-stage approach is predicated on our belief that decomposing the wiring diagram into overlapping modules must be done in the context of response networks that the modules compose. By design, network legos are “building blocks” of the response networks from which they are computed.

1.1 Organization of this Thesis

The organization of this thesis is as follows.

1. In Chapter 2 we discuss terms, notation, and related literature that is useful for understanding the concepts and context of this thesis.

2. In Chapter 3, we propose an approach that integrates a curated pathway of molecular interactions with gene expression data from both cellular stress samples such as cancer tissue and normal samples such as healthy tissue to compute whether the pathway is perturbed in response to the stress.

3. The primary contribution of Chapter 4 is a model that defines network legos as Boolean combinations of active networks. We propose an algorithm based on closed itemset mining to discover network legos. As a prelude to this algorithm, we propose an approach that integrates a molecular interaction network with gene expression data to compute the active network, the molecular interactions within a cell perturbed by a single stress or stimulus. We formulate
4. In Chapter 5, we develop an alternate formulation of network legos as linear combinations of active networks. This models takes weighted active networks into account in a meaningful way. We use a method for non-negative matrix approximation to compute network legos so as to directly optimize for recoverability, i.e., how well each active network can be represented as an additive combination of computed network legos.

5. In Chapter 6, we conclude with lessons learned as a result of this thesis and the contribution to the field of modular systems biology.

1.2 Introduction to Pathway Perturbation

The normal functioning of a living cell is characterized by complex interaction networks involving many types of molecules. Associations detected between diseases and perturbations in well-defined pathways within such interaction networks have the potential to illuminate the molecular mechanisms underlying disease progression and response to treatment.

As an emerging trend in the field of systems biology, web sites that host curated biological pathways have become commonplace for many model organisms [2, 85, 177]. Curated pathways defined by sets of molecular interactions can be considered canonical biological modules. A perturbation in the quantity of molecules associated with a pathway in response to a stress or treatment gives clues about the molecular basis for an observed phenotype. Biologists would like to know which set of pathways are perturbed by a cellular stress or treatment.

**Approach**  In Chapter 3, we propose a knowledge-driven approach that integrates a curated pathway of molecular interactions with gene expression data from both cellular stress samples such as cancer tissue and normal samples such as healthy tissue to compute the perturbation of the pathway in response to the cellular stress. We develop a score for pathway perturbation based on a rigorous statistical procedure that combines estimates of differential expression of genes with the interaction structure in the pathway. We use a simulated annealing approach to identify the most significantly perturbed set of interactions.

**Results**  We apply our method to a compendium of 18 cancer types and a set of 20 cancer and immune signaling pathways. We show that the significance of the most perturbed subpathway is frequently higher than that of the entire pathway. We compare our method to Gene Set Enrichment Analysis (GSEA) [118, 162, 169] and we find that our method has superior sensitivity. We exploit the compendium of pathway-cancer perturbation scores to construct separate pathway and cancer association diagrams. We find that the TNF-$\alpha$, TGF-$\beta$, EGFR1, and B cell receptor pathways are perturbed in response to many cancer types. Using the pathway association diagram and analyzing the underlying gene expression data, we find evidence that up regulated expression of TNF-$\alpha$, TGF-$\beta$, and Integrins may suggest metastatic potential. We also identify an association between melanoma and bladder cancer.
that suggests that IL-2 infusion may have a similar therapeutic effect in bladder cancer as it does in melanoma.

**Contributions**  We present a computational method that compares expression profiles of genes in cancer samples to samples from normal tissues to detect perturbations of pre-defined pathways in the cancer. Our approach explicitly takes into account the interactions between the gene products in a pathway.

**Application Scenario**  A biologist can use the knowledge-based active network algorithm to investigate the response network for a stress condition. To begin, the biologist needs gene expression measurements from samples under the stress condition, unstressed condition. Using a set of pathways from databases such as REACTOME [177], NCI, and Netpath, the biologist runs the knowledge-based active networks algorithm using the microarray measurements. The algorithm produces the stress-response network in the context of each significantly perturbed pathway.

### 1.3 Introduction to Boolean Network Legos

Integrating the wiring diagram of a cell with the transcriptional profile for a particular experimental condition is a powerful technique for obtaining insights into the interactions that are activated in the cell in that condition. Methods like the one proposed in Chapter 3 compute “response modules” that provide quasi-dynamic models of cellular processes. In Chapter 4, we test the hypothesis that a cell responds to a stress or a stimulus by appropriately modulating the activities of a subset of these modules.

**Approach**  In Chapter 4, we present a top-down computational approach that identifies building blocks of cellular networks from active networks. We compute the active network that responds to a single disease state or experimental condition. We systematically combine active networks computed for different experimental conditions using Boolean (set-theoretic) formulae to reveal *network legos*, which are modules of coherently interacting genes and gene products in the wiring diagram.

1. each active network as a union of a subset of network legos and
2. each network lego as an intersection or difference of a subset of active networks.

These network legos are potential building blocks of the wiring diagram since we can express each active network as a union of network legos. Figure 1.1 demonstrates both the decomposition of active networks into network legos and the composition of network legos back into active networks.
**Results**  We apply the algorithm to two human gene expression datasets. We apply our approach to three leukemias, Acute Lymphoblastic Leukemia (ALL), Acute Myeloid Leukemia (AML), and Mixed Lineage Leukemia (MLL), studied by Armstrong et al. [3]. We find that the Kit receptor pathway is significantly activated in AML but not in ALL or in MLL, a fact that has considerable support in the literature. We also apply our method to a collection of 178 arrays measuring the gene expression responses of HeLa cells and primary human lung fibroblasts to cell cycle arrest, heat shock, endoplasmic reticulum stress, oxidative stress, and crowding [120]. Our analysis automatically reveals that about four–six hours after treatment with DTT or menadione, fibroblasts shut down the cell cycle far more aggressively than fibroblasts or HeLa cells do in response to other treatments.

![Wiring diagram](image)

**Figure 1.1:** A schematic of network lego computation. Column 1: the wiring diagram; column 2: three response networks that are subgraphs of the wiring diagram; column 3: network legos computed from the response networks; column 4: each response network expressed in terms of network legos.

**Contributions**  We present a Boolean method for automatically identifying the building blocks of molecular interaction networks in Chapter 4. We represent similarities and differences between the network of interactions activated in response to different cell states both as a set theoretic formula involving cell states and as a network lego, a functional module of co-expressed molecular interactions. A novel contribution of our work is the directed acyclic graph (DAG) that relates all cell states (and the active networks corresponding to the cell states). This DAG provides a high-level abstract view of the similarities and differences between cell states.
Application Scenario  There are two ways in which a biologist can use our system. In the first, our system allows the systematic comparison of responses to a small number of different conditions, diseases, or perturbations tested in the same lab. In the second, a biologist can analyse a specific condition of interest in the context of a larger set of conditions, compute the building blocks of the networks activated in these conditions, and ask how the building blocks compose the active network for the specific condition of interest to the biologist. Network legos suggest similarities and differences between the datasets permitting identification of known as well as unknown cellular stress associations.

1.4 Introduction to Weighted Network Legos

Chapter 4 introduces the motivation, concepts, and an algorithm for finding network legos based on a Boolean model. In Chapter 5, we build upon our work and establish a new model for network legos: as a linear combination of active networks. We seek an efficient algorithm to find network legos that directly optimizes recoverability and incorporates edge weights of active networks in a meaningful way.

Approach  We formulate the problem such that we directly optimize for active network recoverability, i.e. how well each active network can be represented by a linear combination of network legos. Our approach takes as input a set of active networks; each such network is a weighted subgraph of the molecular interaction network and is associated with a particular cellular stress or treatment. Each network lego we compute is itself a weighted subgraph of the wiring diagram. Furthermore, we can represent:

(i) each active network as an additive combination of a subset of network legos and

(ii) each network lego as a compact linear combination of the active networks.

We show that this problem can be naturally solved using powerful and well-known techniques for non-negative matrix approximation.

Results  We apply our method to both synthetic and real data. We generate the synthetic datasets using a generative model that allows us to measure network lego discovery with increased levels of noise. We see that our ability to discover network legos correctly improves with the number of active networks in the dataset. We show that the performance of our method slowly degrades with increased noise. We apply our method to a human cancer dataset including 190 samples from 18 cancers. We compute active networks for each of the 190 samples using the method described in Chapter 3. We use a measure of partition stability to identify an appropriate number of network legos to compute. We identify a network lego that implicates integrins and matrix metalloproteinases in ovarian adenoma. We find a network lego including the retinoblastoma pathway associated with multiple leukemias. We find that the mitogen-activated protein kinase pathway is perturbed in association with multiple tumors of the central nervous system.
Contributions We present a method for finding network legos that directly optimizes for network lego recoverability. We take the interaction weights from active networks into account in a meaningful way. The reformulation of the problem into that of non-negative matrix approximation allows for much greater scalability in the number of cellular stresses and interactions. A contribution of this work is the dual view of a network lego as both a linear combination of active networks and a non-negative interaction weighted network.

Application Scenario The application scenario is the same as in Section 1.3, except that the additive model is more useful when the number of conditions being compared is in the hundreds or thousands.
Chapter 2

Background

Genome scale biological assays measure many facets of cellular state. Genome sequencing, protein-protein interaction assays, protein-DNA binding experiments, and DNA microarrays are some of the sources of high-throughput biological data. With the extent of whole genome data available, biologists have the capability to make inferences and hypothesis on a much broader scale than before. The field of systems biology has emerged to study the mechanisms controlling many intricate biological processes. Systems biologists construct mathematical models of biological systems and computational methods developed to organize, analyze, and reason about the influx of high-throughput biological data. The aim is to understand a cell not just as a collection of individual molecules but as a set of modules that behave coherently and interact with each other. In this chapter, we review experimental methods used to generate such datasets and computational methods to analyze them. Given the hundreds of papers that have been published on these topics, we restrict our attention a representative sample of those techniques that are most relevant to our approach.

2.1 Experimental Data Sources

A wealth of molecular interaction and gene expression data generated through high-throughput whole-genome biological assays is now available. Genome scale biological assays measure many facets of cellular state.

2.1.1 Sources of Protein-Protein Interaction Data

Many biological processes require the collaboration of groups of proteins that act together as complexes. Protein complexes can be formed by covalent protein interactions [122], ionic and hydrogen interactions [108, 187], and electrostatic interactions [123, 187]. To detect these physically interacting proteins, biologists have developed high-throughput assay techniques.
Yeast two-hybrid  The two-hybrid technique has been employed to detect PPIs on a genome-wide scale in many organisms such as *S. cerevisiae* [78, 172, 179] and *D. melanogaster* [59]. The two-hybrid protein interaction detection mechanism [48] works by generating a signal if a pair of query proteins interact. In high-throughput and large-scale yeast two-hybrid experiments, every gene in a “bait” library is cloned and augmented with a sequence binding domain. For each gene in a “prey” library, a clone is made containing an activation domain. Clone pairs from the cross product of the activation and binding domain sets are systematically tested for resulting transcription. If the pair of clones bind to form a complete transcription factor, the indicator gene is transcribed. From the pairs of clones that activate transcription of the indicator gene, the set of interacting proteins is derived.

Co-immunoprecipitation  Co-immunoprecipitation is another method to discover interacting proteins [134]. The interaction detection mechanism works by isolating a bait protein and any proteins bound to the bait. The bait protein is cloned and augmented with an antibody binding tag. To isolate the bait from whole cell lysate, an antibody which is known to bind to the antibody tag on the bait is added. Next, a G-protein, known to bind to most antibodies, is used to extract the antibody, bait protein, and any proteins bound to the bait protein [134]. Subsequently, the purified protein complex is denatured into its component proteins for identification. A western blot is used to identify the if specific proteins are present in the sample. The experiment yields a complex of two or more proteins containing the bait. Co-immunoprecipitation has been applied on a genomewide scale to detect many protein complexes [58].

Caveats Associated with Molecular Interaction Data.  While protein interactions have potential to provide many useful insights into fundamental biological questions, high-throughput biological assays to detect protein-protein interactions may find many interactions that do not take place in the cell [9]. New research [161] has predicted the size of the human PPI network to be on the order of 650,000 interactions, about six times the size of our current datasets. The prediction suggests that we currently do not have evidence for many interactions that do take place in the cell.

2.1.2 Microarray Gene Expression Data

Microarray technologies that measure gene expression have revolutionized our ability to understand the dynamics of biological systems. Microarray technologies are currently used to quantitatively probe the levels of mRNA, proteins, methylation, and post-transcriptional modifications. In this study, we focus on microarrays that measure gene expression levels because of the wealth of publicly available sources of data. All of these techniques use probe sets that are covalently attached to a chemical matrix. The first reported use of DNA microarrays was by Schena et al. [141] in 1995. As miniaturization progressed, Lashkari et al. [96] was the first to measure all the genes of *S. cerevisiae* simultaneously. Modern microarray technology can measure the expression level of tens of thousands of genes. The number of
probes is easily large enough to measure the activity of all the genes in human including several splice variants of the genes.

**Microarray Experiment** A microarray contains a collection of probe sets. Each probe set corresponds to a single target mRNA. Each probe in the probe set is composed of the anti-sense nucleotide sequence of the target mRNA. Its expected that only the target mRNA should have good binding affinity to the probe. Each probe is affixed to a stationary phase matrix. The probes in each probe set are located close to each other on the matrix. The microarray experimental process compares a collection of treated or disease cells with untreated cells. The mRNA is separately isolated from both treated and control cells. The mRNA is reverse transcribed into fluorescent labeled cDNA. Both treated and untreated fluorescent labeled samples competitively bind to the probes. The fluorescence can be measured and converted into an absolute or relative estimate of the mRNA level, depending on the microarray technology used. There are multiple online repositories for microarray gene expression data sets with the largest being the Stanford Microarray Database [36] with over 12000 microarray experiment sets.

**Detecting Differential Gene Expression** A common problem in microarray studies is finding the differentially expressed genes, those genes that have elevated or reduced levels of mRNA expression with respect to their control. Several common strategies exist including fold change, the \( t \)-test, and analysis of variance (ANOVA). These methods operate on a per-gene basis and must include multiple hypothesis correction like Bonferroni or false discovery rate adjustment by Benjamini and Hochberg [15]. Other methods have been proposed that search for differential expression in a more holistic approach. These methods utilize covariance between genes to determine differential expression. The covariance based methods include the elastic net [72] and gradient directed regularization [50] to name a few.

### 2.2 Clustering Algorithms

Clustering is a common strategy to find associations between genes. Clustering is the process by which genes are grouped into gene sets based on similarities in their patterns of gene expression. Clustering is considered an unsupervised learning method in that for a given input set the correct result set is unknown. All clustering methods require a measure \( \delta \) to determine the distance or similarity between a pair of gene expression patterns across conditions. Some of the measures in use include the Manhattan distance, Euclidean distance, Pearson’s correlation, Spearman’s correlation, and mutual information [131]. Clustering is a mature field with hundreds of journal articles. Many of the details in the following section come from a review article on clustering by Jain, Murty, and Flynn [79].

**Hierarchical clustering** Hierarchical clustering begins by placing each point in a separate cluster and computing the distance between all pairs of clusters. Hierarchical clustering
proceeds by merging clusters using either single-link, average-link, and total-linkage clustering until all points reside in a single cluster. A similarity threshold \( \sigma \) partitions the points into clusters.

Single-linkage defines the nearest clusters as the pair that have the nearest pair of points over all cluster pairs. In total-linkage, the nearest clusters are the pair that have the nearest distance between the furthest pair of points between the two clusters. Average-linkage maintains a centroid point for each cluster. The nearest clusters are the pair that have the nearest centroids over all cluster pairs.

**k-means clustering** The \( k \)-means clustering algorithm partitions the points into \( k \) clusters, where \( k \) is a user-defined parameter. The goal of the algorithm is to minimize the sum over all the points of the distance of a point to the centroid of the cluster the point belongs to. The algorithm begins by randomly partitioning the points into \( k \) groups. The algorithm repeatedly computes the centroid of each group and associates each point with the closest centroid. The process converges when an objective energy function in minimized such as within group variation or between group coupling. The procedure converges when no additional cluster reassignments are made. The \( k \)-means algorithm is very popular although it is not guaranteed to converge.

Wilkin and Huang [183] compare two \( k \)-means clustering algorithms to show the difference between Lloyd’s \( K \)-means Clustering and the Progressive Greedy \( K \)-means Clustering with respect to running times and clustering cohesiveness. They find that Lloyd’s \( K \)-means Clustering algorithm is more efficient on both synthetic and gene expression data.

Wu [185] provided a recent application of weighted \( k \)-means clustering to gene expression data. Wu provides a genetic algorithm for the problem of weighted \( k \)-means clustering. As genetic algorithms are known to provide more comprehensive coverage of the search space, the method GWKMA does not suffer from some of the shortcomings of traditional \( k \)-means clustering, such as sensitivity to initial center selection, convergence in local minima, and only detecting spherical clusters. The method was applied to gene expression data and protein mass spectrometry data and synthetic data. Wu shows that GWKMA outperforms \( k \)-means clustering on multiple datasets.

**Self organizing maps** Self organizing maps use a set of nodes where each node has an associated weight vector of the same dimension as the input data. The algorithm begins by randomly assigning values to the weight vector in the nodes. For each input vector, the algorithm computes the node \( n \) that is closest to the input vector. The weight vector of nodes close to \( n \) are adjusted to be closer to \( n \). The process converges when there are no remaining input vectors.

**Spectral Clustering** Spectral clustering has become a recently favored algorithm due to its simple implementation and improved performance over \( k \)-means. Spectral clustering is able to discover cluster with more diverse structure than \( k \)-means. The input to the
algorithm is an adjacency matrix $A$ and the number of clusters $k$. The degree matrix $D$ is a diagonal matrix that contains the node degrees along the diagonal. The Laplacian matrix is $L = D - A$. The first $k$ eigen vectors $u_1, u_2, \ldots, u_n$ are chosen from the Laplacian matrix $L$. The algorithm uses k-means to cluster the set of points defined by $p_i = u_{1,i}, u_{2,i}, \ldots, u_{n,i}$ for all $i$ [29].

**Non-Negative Matrix Approximation** Non-negative matrix factorization also more appropriately called non-negative matrix approximation decomposes a non-negative matrix (one that contains non-negative entries) $M$ into two non-negative matrices $W$ and $L$ so that $M \approx WL$. Lee and Seung [98] popularized non-negative matrix factorization by showing that when applied to a set of gray-scale images containing faces, the matrices $W$ and $L$ could be interpreted as containing basis vectors representing “parts” of faces and how these parts could be combined to obtain the input images.

Non-negative matrix factorization has been applied in many contexts and applications such as document clustering [149, 188], image classification [63, 97, 98], and gene expression data analysis [22, 90, 107, 165]. The roots of non-negative matrix factorization can be traced back to Paatero and Tapper [124, 125] who were the first to describe a positive decomposition of a matrix into a weighting matrix and a loading matrix. In the now classic formulation, Lee and Seung [97, 98] presented the use of non-negative matrix factorization for image recognition and text mining. The method was quickly accepted for its interpretability, scalability, and ease of implementation. Lee and Seung’s method was the first to use multiplicative updates to increase the speed of non-negative matrix factorization conversion.

Lee and Seung [98] argued that compared to other approaches for matrix factorization like PCA, non-negative matrix factorization produces a decomposition of the original matrix into parts. Decomposition into parts has interested many researchers, because the basis vectors are directly interpretable. Since then, non-negative matrix factorization has been used extensively in diverse application such as summarizing gene expression data sets [107], cancer classification [22, 53], document clustering [149, 188], music transcription [156], image classification [63, 104] and many others. Soon authors [40, 104] began to question when non-negative matrix factorization gives a good decomposition into parts. They notice that the parts based factorization is dependent on the training set. The training set should contain examples that correspond to all combinations of parts.

Kim, Sra, and Dhillon [163] propose a projection based method for non-negative matrix approximation based on alternating least-squares (ALS). They state that existing (ALS) methods do not have theoretical proof of their convergence properties. The iterative method partitions variables into free and fixed groups. They prove that their method has a limit point. They compare their method to Lee and Seung [98] and they find that their method converges in fewer iterations.

Brunet et al. were the first to use non-negative matrix factorization (NMF) to find a set of meta-genes [22] in the leukemias ALL and AML. Brunet et al. uses NMF to describe a leukemia gene expression data set in terms of a few significant meta-genes. Each meta-gene is a linear combination of genes from the gene expression data set. The small set of
meta-genes approximates the variation within the large set of gene expression measurements. Tamayo et al. [165] use a similar meta-gene construction and apply their method leukemia and lung cancer samples. Kim and Park [90] apply sparse non-negative matrix factorization to gene expression data analysis. They apply their method to the problem of cancer classification. Liu, Yuan and Ye [107] also use non-negative matrix factorization to solve the problem of microarray dimensionality reduction. They consider 11 datasets, and they find for one leukemia dataset that a sample may have been misclassified.

Ding, Li, and Peng [38] showed the equivalence between a constrained version of non-negative matrix factorization and Laplacian spectral clustering. The constrained decomposition takes the form

\[ M \approx HH^T. \]

They also prove the equivalence between non-negative matrix factorization and clustering of rows and columns in a bipartite graph. They prove that the constrained version of non-negative matrix approximation produces results which are semi-orthogonal.

**Biclustering** Biclustering is a two dimensional clustering strategy. In a gene expression dataset, a bicluster could be defined (in generic terms) as a subset of genes and a subset of samples such that the selected genes are co-expressed only in the subset of selected samples; these genes may not be coherently expressed in the other samples. Biclusters are attractive since they capture condition-specific patterns of co-expression. Since Cheng and Church [26] introduced this idea to analyze gene expression data, a plethora of biclustering algorithms have appeared in the literature. We discuss a representative subset of these methods below, referring the reader to more comprehensive surveys for descriptions of other approaches [110, 168].

It is defined with a minimum support threshold \( t \). Element \( H_{ij} \) is one if gene \( i \) is perturbed in sample \( j \) and zero otherwise. We define a bicluster as a subset of rows and a subset of columns containing only ones. A closed bicluster is a bicluster such that the inclusion of any additional row or column would introduce a zero into the bicluster. A classic approach to this problem is the *Apriori* algorithm. The algorithm begins by generating a set of candidate biclusters that contain only one sample and more than \( t \) activated genes. Each candidate is expanded in a breadth first approach to include an additional sample and a subset of activated genes. A candidate bicluster converges when there is no additional sample to add that has a set of at least \( t \) active genes in common.

Cheng and Church [26] presented one of the earliest applications of biclustering on gene expression data. They propose a node deletion and node addition based algorithm to find non-overlapping biclusters. They introduce the notion of average mean squared residue. They apply their method to dataset of human and yeast gene expression data.

Tanay et al. [166, 167] integrate diverse sources of data such as gene expression, protein interactions, growth phenotype, and transcription factor binding data. They propose a method called Statistical-Algorithmic Method for Bicluster Analysis (SAMBA) to mine a bipartite graph where edges connect genes to properties. They compute the log likelihood that a subset of genes and a subset of properties would be so densely connected by chance.
They reduce the problem of finding significant biclusters to one of finding maximum bounded bicliques. They construct a global map of yeast cellular activity by connecting biclusters with 1/3 matching genes. If a function annotates more than 40% of the genes in a bicluster, they predict that this function annotates the remaining genes in the bicluster. They predict the function of over 800 uncharacterized genes. They apply their method to \textit{S. cerevisiae} datasets, and they report numerous modules corresponding to biological processes. They show that the modules have a hierarchical organization.

Li et al. [103] propose a general biclustering scoring method based on Kolmogorov complexity. The score measures the amount of non-randomness present in a bicluster. They develop a Markov Chain Monte Carlo algorithm for identifying high scoring biclusters. They measure the performance of their method on both synthetic and real yeast gene expression data. They compare their algorithm to SAMBA [167] and Chang and Church [26]. They find that their method is comparatively robust to noise. They also identify larger biclusters than SAMBA, because SAMBA requires that the degree of every gene is bounded. They apply their method to yeast cell cycle gene expression data and evaluate the functional enrichment of the genes in the biclusters.

Gu and Liu [62] propose a Bayesian approach to microarray biclustering called the Bayesian biclustering model (BBC). They propose a Gibbs sampling procedure for inference of the biclusters. They compare their method to SAMBA [167] and others. They find that their method recovers more significant patterns. They show that their method recovers the expected clusters in synthetic data. They apply their method to yeast gene expression data and perform functional enrichment. They find clusters associated with cell cycle, cell differentiation, and DNA processing.

An additive bicluster is one such that the difference between any two columns is a constant. A constant bicluster has the property that the difference between any two columns in the bicluster is zero. Cheng et al. [25] propose a polynomial time algorithm for identifying additive and constant biclusters. The method can identify many of the additive and constant biclusters present in the data. They provide an extension of their method for multiplicative biclusters. They show results from both artificial data and yeast cell cycle gene expression data. They verify their clusters with functional enrichment from the Gene Ontology [4].

### 2.3 Gene Set Enrichment

Understanding the biological meaning present in a set of perturbed genes can be a difficult task. Functional enrichment is commonly used to reveal biological meaning in a group of perturbed genes. Given a specific biological function, this procedure answers the question of whether the function annotates a surprisingly large number of genes in the group. Many resources currently exist that provide functional annotations [4, 162] for many genes. In this context, genes are grouped together into a gene set if they share an annotation. Many methods [30, 35, 39, 61, 126, 127, 150] exist to identify gene sets that are significantly over-represented in a group of perturbed genes. All of the gene set enrichment methods take a collection of gene sets \( S \) as input.
Fisher’s Exact Test  The hypergeometric distribution is an appropriate statistical technique for determining the over-representation of a given gene set in a set of perturbed genes. This technique has been used in a number of papers in bioinformatics. The hypergeometric model assigns a score to the likelihood of randomly selecting a given number of marked elements (those in a given gene set) from a universe $U$ of elements. Let $T \subseteq U$ be the set of marked elements. Suppose we have a computational procedure that selects a set of elements $U' \subseteq U$ and that $U'$ contains a subset $T'$ of $T$. Let $u$, $u'$, $t$, and $t'$ denote the sizes of the sets $U$, $U'$, $T$, and $T'$ respectively. We are interested in computing the probability that this event is statistically significant. The null hypothesis $H_0$ is that if we select $u'$ items from a set of $u$ items uniformly at random without replacement, our random sample will contain at least $t'$ samples from the set $T$. The alternative hypothesis $H_1$ is that this event cannot happen at random. We accept $H_1$ if and only if the probability of $H_0$ is less than a user specified threshold. The probability of this event is

$$H(u, t, u', t') = \frac{\binom{t}{t'} \binom{u-t}{u'-t'}}{\binom{u}{u'}}.$$  

Since $H_0$ is the probability that the random sample contains $t'$ or more samples from $T$, the probability that $H_0$ is true is the sum

$$Pr(H_0 \text{ is true}) = \sum_{i=t'}^{\min(t, u')} \frac{\binom{t}{i} \binom{u-t}{u'-i}}{\binom{u}{u'}}.$$  

GSEA  Gene Set Enrichment Analysis (GSEA) [118, 162, 169] is a prominent method for assessing functional enrichment; this method is useful when genes can be ranked by a score. The method takes as input a treatment and control gene expression data set. GSEA computes a t-score or similar statistic for each gene and sorts genes in descending value of this statistic. GSEA uses a modified Kolmogorov-Smirnov test to assess whether the genes in the given gene set have surprisingly high or surprisingly low ranks in the sorted order. The significance of the enrichment score computed by the test is generated by permutation testing.

2.4 Gene Networks that Respond to Cellular Stress

A number of techniques overlay gene expression data for a condition on the wiring diagram to compute the active network for that condition [66, 76, 136, 146]. [173] use the wiring diagram as a constraint network and compute dense subgraphs in the gene co-expression network as long as the genes in the dense subgraphs induce a connected subgraph of the wiring diagram. These methods typically focus on a single condition of interest.

High-throughput interaction data generated using some of the methods listed in Section 2.1.1 are catalogued in a number of publicly available repositories [7, 158, 177, 186]. The availability of this data has inspired many methods [66, 76, 76, 111, 136, 146, 173, 178, 180]
that integrate gene expression data with molecular interaction networks to determine the sub-network that is perturbed. All such methods take as input a gene expression dataset $D$ and a wiring diagram $W$.

**Simulated Annealing** Ideker et al. [76] proposed one of the earliest approaches for integrating the wiring diagram $W$ and gene expression data. Their method combines simulated annealing with Stouffer’s z-score as the objective function to minimize. For each gene in $D$, they estimate a z-score $z(g)$ corresponding to the perturbation of gene $g$. Given a specific subgraph $Q$ of $W$, they compute the overall perturbation of $Q$ using the Stouffer’s z-score:

$$z(Q) = \frac{\sum_{g \in G} z(g)}{\sqrt{|G|}}.$$  

They use simulated annealing to return a connected network that demonstrates high perturbation.

**Covariance Based Methods** Several more recent methods begin by identifying gene expression correlations between all pairs of genes in the $D$. Let $S$ be a symmetric similarity matrix where $S_{ij}$ contains the Pearson’s correlation between genes $i$ and $j$. Ulitsky and Shamir [173] develop a method that computes Jointly Active Connected Subnetworks (JACS). They use $W$ as a constraint network. Their goal is to find highly dense subgraphs of the co-expression network with the property that the subgraph of $W$ induced the genes in a dense subgraph is connected.

**2.5 Compendium Based Gene Expression Analysis**

Lee et al. [99] perform a large scale analysis of 60 large human gene expression datasets consisting of 3924 microarrays. They identify pairs of genes that are consistently co-expressed across at least three datasets. They identify a network with 8805 genes and 220649 interactions. They show that correlation across datasets is correlated with functional relatedness. They perform hierarchical clustering and apply the MCODE algorithm [8] to find dense subgraphs in the co-expression network. They demonstrate that clusters in the network relate to functionally coherent sets of genes.

Stuart et al. [160] build a co-expression network from a set of 3182 gene expression samples across four organisms: *H. sapiens*, *D. melanogaster*, *C. elegans*, and *S. cerevisiae*. Here, each node is a metagene, a set of genes across multiple organisms whose protein sequences are one another’s best reciprocal BLAST hits. An edge connects two metagenes if they have statistically-significant similar expression profiles in the gene expression compendium. They found 22163 such significant correlations across species. They report that many of the genes correspond to core biological functions such as the cell cycle, protein expression, and secretion. The authors show that metagenes in a number of regions of this FLN are enriched in specific biological functions. Other groups have obtained similar results [16, 176, 184].
An analysis of aging in *C. elegans* and *D. melanogaster* [112] found that many orthologous gene share transcriptional profiles across organisms.

Bergmann, Ihmels, and Barkai [16] compile a compendium of gene expression data sets from six organisms including *S. cerevisiae, C. elegans, E. coli, A. thaliana, D. melanogaster,* and *H. sapiens.* They compute modules as groups of genes that share similar expression profiles across species. They find that the node degrees in the co-expression network for each organism roughly follows a power-law distribution. Highly connected genes tend to be highly conserved with a modular transcriptional program. They also find that functionally related genes tend to have similar transcriptional profiles across species.

### 2.6 Reverse-engineering Gene Regulatory Networks

A number of approaches have been considered for reverse-engineering gene regulatory networks from gene expression data. The fundamental hypothesis underlying such methods is that if two genes share similar expression profiles, then the two genes may interact physically or functionally in the cell. An important issue these methods tackle is that of distinguishing between direct and indirect interactions.

**Information Theoretic Approach**  Basso et al. [10] propose a method called ARACNe. They start by compute the mutual information between all pairs of genes: the weight of an edge connecting genes *x* and *y* is calculated

\[
I(x; y) = \sum_{x \in V} \sum_{y \in V} p(x, y) \log \frac{p(x, y)}{p(x)p(y)}.
\]

*V* is the set of all genes, *p(x) = Pr[X = x]* in the discrete case. Basso et al. [12] formulate the network inference problem as a reduction from a fully connected network of genes. ARACNe removes indirect links by applying the data processing inequality (DPI), which states if (*x, y*) and (*y, z*) are directly interacting then \(I(x, z) < I(x, y)\) and \(I(x, z) < I(y, z)\). Therefore, for each triangle in this network, the edge of lowest weight is removed. The process continues until no other edges can be removed. They prove that asymptotically their method finds the correct structure provided the structure is a tree. They apply ARACNe to 336 transcriptional profiles in B-cells. The reconstruction revealed a scale-free network structure. They compare their method to leading Bayesian network approaches using synthetic data. They find that their method produces more true positives and fewer false positives. ARACNe correctly identified many targets of the transcription factor MYC as well as several previously unknown transcription factors that they validated through biochemical assays.

**Bayesian Network Representations**  Many researchers formulate the network inference problem probabilistically using Bayesian networks [51, 56, 140]. Using this strategy, regulatory networks are modeled as graphs. The nodes represent variables from diverse biological entities such as genes, proteins, transcriptional regulators, and phenotypes, and the edges
represent dependencies between the variables. The levels of the variables in the Bayesian network are determined by the structure of the graph. These methods search the space of graph structures that yield variable levels that best match experimental data.

Segal et al. [145] describe a method for detecting condition-specific regulatory patterns of the type “Regulator X controls the set of genes Y in condition Z.” The method takes as input as set of candidate regulator genes and a collection of gene expression data sets \( D \). The method constructs “module networks” made up of a subset of genes (a module) and a regulatory program for the module. A regulatory program is a binary decision tree each of whose nodes represents up- or down-regulation of a single regulator and each of whose leaves represents a subset of the samples. Thus, any root-to-leaf path in the decision tree represents both a specific expression pattern of a set of regulators, samples which display this expression pattern, and the expression profiles of genes in the module in those samples. Segal et al. use a Bayesian framework to assign a likelihood score to different regulatory program structures, and they use a greedy hill climbing algorithm to identify high scoring structures. They apply their method to identify module networks in \( S. \) cerevisiae.

**Optimization using Linear Regression** Other researchers use regression [19, 54, 67, 194] to infer regulatory networks from gene expression measurements. These methods assume that the average expression of a gene \( g \) can be expressed as a linear combination of the set of regulating genes \( Y_g \). Regression methods learn weights for each element in the regulatory set \( Y_g \). In these methods, positive weights indicate positive regulation, and negative weights indicate inhibitory regulation. Like Bayesian methods, regression methods also seek model improvements that yield gene expression levels that best match experimental measurements over all genes.

**Partial Correlations** Some methods use partial correlation to infer biochemical networks from gene transcripts. Fuente et al. [52] use partial correlation to identify directed and undirected relationships between genes in a correlation network. The method works by assuming an edge between all gene pairs \( a \) and \( b \). If there exists a pair of genes \( c \) and \( d \) such that \( a \) and \( b \) conditioned on \( c \) and \( d \) does not share a partial correlation, the edge between \( a \) and \( b \) is removed from the network. Fuente et al. apply their method to gene expression measurements from yeast. They find both directed and undirected relationships between genes. Because of a high false negative rate, the authors indicate that the method can be used for suggesting relationships between biochemical products but not a network inference approach.

**Knowlege-Based Approaches** Gat-Viks and Shamir [57] address the problem of pathway expansion by integrating gene expression measurements with curated biological pathways. These methods model curated biological pathways using a Bayesian network. Gat-Viks and Shamir compute a likelihood score for the model based on the comparison of the predicted variables levels to the levels given by gene expression measurements. The method proposed searches the space of model refinements that increase the likelihood score. Gat-
Viks and Shamir propose a greedy algorithm to find networks with high likelihood scores. The process of model refinement produces networks that include interactions that were previously not known to operate in the original pathway. Gat-Viks and Shamir annotate all interactions in the refined networks with the biological pathway.

2.7 Unlabeled Graph Mining

The problem of graph mining involves finding graph structures with frequent edge-disjoint embeddings in a large graph. In this section, we focus on versions of this problem where nodes in both the subgraphs searched for and the graphs(s) searched in are unlabeled.

Apriori-based approaches  Inokuchi, Washio, and Motoda proposed one of the earliest frequent graph mining approaches in a method called Apriori-based Graph Mining (AGM). AGM [77] uses an Apriori-based algorithm for mining frequent subgraphs. The graph is represented as an adjacency matrix to facilitate itemset mining. They mine across multiple adjacency matrices to find undirected graph patterns with high support. The method was applied to both synthetic and carcinogenesis datasets. They show that their method can identify frequent atomic interaction structures.

FSG [94] proposed an Apriori-like method using a breadth-first-search procedure to find frequent subgraphs in large graph datasets. They evaluate their method using both real and artificial datasets. They show results from mining all frequent subgraphs in a graph with 200000 edges.

Depth-first-search approaches  Yan and Han proposed gSpan [190] for finding frequent subgraphs. Their method assigns a canonical label to graphs based on a unique minimal depth-first-search (DFS) code. They use the DFS code to impose a lexicographic ordering on the subgraphs. They propose to find frequent subgraphs by DFS. The method avoids the candidate generation phase of apriori-based approaches. The strategy of applying canonical labels to subgraphs enables them to avoid having to solve the NP-Complete subgraph isomorphism problem. They convert the problem of finding frequent connected subgraphs into one of finding the maximal independent set (MIS). They solve the problem of finding the maximal independent set by applying an
algorithm for finding the maximum size clique in the complement graph. They apply their method to a variety of single large graphs including the web, VLSI, and author citations.

**Frequent Tree Mining** Ruckert and Kramer [139] propose a generalized version of space trees to facilitate graph mining in a tool called FreeTreeMiner. A space tree stores versions of tree structures in suffix trie structure. They propose their technique for identifying unrooted trees in graphs. They construct the space tree data structure using DFS. The construction involves identification of tree root nodes, and imposing an ordering on the remaining nodes. They derive canonical representations of trees from the data structure. They discuss the possibility of combining their space trees data structure with gSpan [190] to find frequently embedded subgraphs. They apply their method to two dataset from the National Cancer Institute’s Developmental Therapeutics Program. They find 834 frequent trees with at least 39 support.

**Branch-and-Bound with Pruning** Yan et al. [189] vectorize graphs by decomposing the graph into a vector of frequent subgraphs. They propose two optimization techniques for removing infrequent subgraphs. They first technique prunes subgraphs based on structural similarity to infrequent subgraphs. The second prunes subgraphs based on frequency correlation to infrequent subgraphs. They show that their method can perform orders of magnitude faster than branch-and-bound approaches.

### 2.8 Mining Relational Graphs

We now turn our attention to “relational graphs”, i.e., graphs whose nodes are labeled. In this context, we assume that the nodes in any single graph have unique labels. The set of algorithms discussed here solve the problem of finding subgraphs with specific properties given a set of relational graphs. Typically, these methods detect subgraph structures that are common to many graphs.

**Path Mining** Tohsato, Matsuda, and Hashimoto [171] describe a multiple alignment algorithm used to find similarity between metabolic pathways. Kelley et al. [88] developed the PathBlast algorithm for finding pathways that are conserved between *S. cerevisiae* and *H. pylori*. The QPath algorithm [155] takes a query path and a PPI network and identifies homologous pathways in the network, allowing both insertions and deletions of proteins in the identified paths; the query path has unlabeled nodes.

**Alignment Graph Approach** Sharan et al. extended the work of Kelley et al. to find complexes conserved between *S. cerevisiae* and *H. pylori* [151] and to find both pathways and complexes conserved between three species, *S. cerevisiae*, *D. melanogaster*, and *C. elegans* [153]. Ideker et al. [164] used this technique to demonstrate that the *P. falciparum* PPI
network diverges from those of other eukaryotes. Koyuturk, Grama, and Szpankowski [93] developed a model for computing CPIMs that incorporated evolutionary forces that result in gene duplication.

The Graemlin [49] algorithm uses explicit models of functional evolution to align multiple PPI networks. Graemlin permits searches for arbitrary module structures by requiring the user to specify an edge scoring matrix to encapsulate the desired module structure; when given a query module, Graemlin automatically computes the matrix from the structure of the query.

**DFS and BFS Approaches** Yan, Zhou, and Han [192] propose a method for mining patterns across many labeled graphs. They propose two algorithms: CLOSECUT (a pattern growth approach) and SPLAT (a pattern reduction approach). CLOSECUT is based on expanding candidates with sufficient support. Additional candidates are generated by decomposing previously expanded subgraphs by repeatedly applying a minimum cut procedure. SPLAT is based on repeatedly applying the minimum cut algorithm on the full graph and returning those parts that exceed the minimum support threshold. SPLAT identifies exact recurrences of dense subgraphs. The cut procedure returns when a pattern has been reached with sufficient support. They apply their method to yeast gene expression data and find frequent modules that correspond to basic cellular processes such as ribosome biogenesis and helicase activity.

Borgelt and Berthold [20] propose an algorithm to identify discriminatory sections of molecules that distinguish class association. The algorithm generates candidate graph structures in a bottom-up breadth-first manner. They perform support-based, size-based, and structure-based pruning of the search space. Structure-based pruning prevents consideration of isomorphisms. They apply their algorithm to the groups of chemical compounds found in the National Cancer Institute’s HIV-screening database. They give results from structures from different classes of atoms including sulfur-based, nitrogen-based, and selenium-based fragments.

**Summary Graph Approach** Hu et al. [189] propose a method for finding frequent patterns across large networks of biological data. The method proposed is called CODENSE. The method finds approximate recurrence of dense subgraphs but requires that individual edges show high correlation across the input graph set. They combine the input graphs into a summary graph $S(V,E)$ where the edges are labeled with the number of networks where the edge is present. Edges with a label less than a threshold are removed. A second order graph $T(U,F)$ is constructed such that $U = E$ and $(a,b) \in F$ if edges $a$ and $b$ have a correlated presence across the input graphs greater than $\gamma$ and $a, b \in U$. The apply the dense subgraph finding algorithm MODES to $T$. MODES is based on repeatedly finding the minimum cut in the input graph. They apply their method to 39 co-expression networks taken from diverse gene expression datasets. They use their method to predict functions for 169 uncharacterized yeast genes.

Huan et al. [70] find frequent components of a protein structural family by mining many rela-
tion graphs. They propose several methods for constructing graphs from proteins including distance thresholding, the Delaunay triangulation, and quasi-Delaunay edges. They perform a DFS for frequently occurring subgraphs. They compare the protein structural elements they find from their method to the elements contained in the Structural Classification of Proteins (SCOP) database. They report that several of the large structural elements were found by their method. They show a superposition of the conserved graph structure for 7 serine proteases.

Yan et al. [191] propose a method for finding frequent graph patterns across many large labeled graphs. They search for sets of vertices that are frequently and densely connected across the graphs. To reduce the search space they propose two methods. They divide the input graphs into non-overlapping graph sets, and they construct a summary graph from the set of graphs. Their method is composed of four parts: partitioning of graphs, summary graph construction, dense subgraph computation, and density refinement. They propose a scheme for computing the weights of edges in the summary graph as the normalized count of triangles containing the edge. They apply their method to 105 human microarray datasets. They represent each microarray dataset by a co-expression graph. They show that both density and frequency of recurrence are correlated with functional relatedness. They report many conserved graph structures that may represent regulatory modules. They perform ChIP-chip experiments and verify that some of the networks correspond to regulatory modules. They identify a correlation between the support of the conserved graph structure and the likelihood of it being a regulatory module. They compare their method to modules found in individual graphs, modules found across all graphs, modules found in pre-defined subsets of graphs, and modules found in nearest-neighbor subsets of graphs. Their results show that predefining graph sets using nearest-neighbor clustering produces the most homogeneous modules. They show that a hybrid approach called NeMO combines the summary graphs for the the nearest-neighbor approach with the partitioning approach has the most frequently homogeneous modules overall.
Chapter 3

Sensitive Detection of Pathway Perturbations in Cancers

3.1 Introduction

Complex diseases such as cancer are associated with the alteration or dis-regulation of multiple pathways and processes in the cell. Discovering and cataloging which pathways are perturbed in each type of cancer is important for improving our understanding of the mechanisms underlying these diseases. In particular, such studies can pin-point pathways that may be uniquely perturbed in one or a small number of related cancers, thus providing potential targets for therapeutic studies.

Many methods have been developed to study the activation of pre-defined gene sets in human diseases and tissues [11, 30, 39, 44, 61, 64, 71, 89, 102, 126, 127, 162, 169]. In this context, a “gene set” is usually taken to be a collection of genes that share a common attribute, e.g., Gene Ontology annotation or membership in a pathway. For instance, Subramanian et al. [162] developed “Gene Set Enrichment Analysis” to test if a gene set is differentially expressed in two phenotypes by ranking all genes by some measure (e.g., the $t$ statistic) and using a modified Kolmogorov-Smirnov statistic to decide whether the genes in the gene set have surprisingly high or low ranks. Segal et al. [144] used a hierarchical clustering algorithm to combine pre-defined gene sets into modules. They characterized gene-expression profiles in specific (sets of) tumors as a combination of activated and de-activated modules.

These methods ignore physical or functional interactions between the genes (or their products) in a gene set. Analysis of gene expression measurements in the context of the interaction structure inherent in a pathway can take into account both perturbations in gene expression and the topological properties of the network. More recent methods have sought to capture information about the activation of a pathway from the perspective of the interactions in the pathway. Draghici et al. [42] combined the hypergeometric model with an additional weighted term that measures how well the data matches the expected pattern of induc-
tion and repression. Efroni et al. [45] used pathway perturbation measurements to predict prognosis and tumor grade. Both approaches measure the perturbation of a pathway in its entirety. Thus, they may not be sensitive to situations when only a sub-pathway is highly perturbed.

In this chapter, we develop a systematic methodology to detect which pathways are perturbed in a disease. Here, we use the term *pathway* to refer to a network of physical interactions between genes and gene products that together perform a specific biological function. Given (the interactions in) a pathway $P$ (e.g., the B-cell receptor pathway) and genome-wide gene expression measurements for a disease phenotype (e.g., Acute Myelogenous Leukemia) and a control phenotype (e.g., normal blood cells), our method computes the sub-pathway of $P$ that is most perturbed in the disease (when compared to the control). The computation of the most perturbed sub-pathway distinguishes our approach from existing methods. Our approach is sensitive to the possibility that the pathway is not perturbed in its entirety but some portion of it is significantly perturbed.

3.2 Methods

Overview of Our Algorithm  Our algorithm takes the interactions in a pathway $P$ and gene expression measurements for a disease phenotype and a control phenotype as input. We first assess the differential expression of each gene in $P$. We develop a statistic based on the Liptak-Stouffer $z$-score that measures the combined perturbation of the genes in $P$. This statistic takes into account both the interactions in $P$ and the differential expression of each gene. We use this statistic to compute which sub-pathway of $P$ is maximally perturbed. Finally, we use a permutation-based test to assess the statistical significance of the maximally-perturbed sub-pathway.

3.2.1 Condition-Specific Pathway Activation

We define a *pathway* $P = (G, I)$ to be a graph composed of a set $G$ of genes and a set $I$ of physical or functional interactions between the genes in $G$ or their gene products. Typically, $P$ may be composed of multiple connected components. Given genome-wide gene expression measurements in multiple patients diagnosed with a disease $d$ in a tissue and from normal samples of that tissue, our goal is to determine whether the pathway $P = (G, I)$ is perturbed in the disease (when compared to normal tissue) and to compute the subgraph of $P$ that is most perturbed in the disease. We note that our pathway perturbation algorithm described here can take as input any gene expression pre-processing method that computes $p$-values for gene perturbation.

For each gene $g \in G$, let $p(g)$ denote the $p$-value of its differential expression in $d$ (when compared to normal tissue). We compute $p(g)$ as the $p$-value of the two-sided $t$-test under the null hypothesis that the distributions of the expression values of $g$ in the disease samples and in the normal samples have identical means (but may have different variances). We
convert the $p$-value into a z-score $z(g) = N^{-1}(1 - p(g))$, where $N^{-1}$ is the inverse of the normal cumulative distribution function. At this stage, we do not impose a cut-off on $z(g)$. Instead, we include all genes in subsequent analysis. The rationale for this choice is that while individual genes may not be differentially expressed to a statistically-significant extent, significant perturbations may be noticeable at the level of sets of genes [118].

The method we develop takes the interaction structure of $P$ into account. Let $Q = (G', I')$ be a subgraph of $P$. We define the degree $d_Q(g)$ of a gene $g \in I'$ to be the number of interactions in $I'$ that are incident on $g$. We define the perturbation of a subgraph $Q(G', I')$ of $P$ to be the weighted Liptak-Stouffer z-score [148]

$$z(Q) = \frac{\sum_{g \in G'} d_Q(g) z(g)}{\sqrt{\sum_{g \in G'} d_Q^2(g)}}.$$ 

The numerator of $z(Q)$ is the weighted sum of the z-scores of all genes that appear in $Q$, where each gene is weighted by the number of interactions in $Q$ that are incident on it. Dividing by the square root of the sum of squared gene degrees ensures that $z(Q)$ is normally distributed with mean 0 and standard deviation 1. Thus, this formulation of perturbation combines $p$-values over multiple genes in a statistically-sound way [68]. Each gene in $Q$ contributes both its z-score and its degree in $Q$ to $z(Q)$. Thus, $z(Q)$ incorporates both the differential expression of the genes in $Q$ as well as the network of interactions between them. While other meta-analytic measures may also be suitable [68, 73], we focus on the Liptak-Stouffer score in this paper.

### 3.2.2 Computing the Most-Perturbed Sub-Pathway

Among all subgraphs of $P$, let $\hat{P}$ be the one with maximum value of perturbation. Since $\hat{P}$ is the most differentially-perturbed subgraph of $P$, we use its perturbation to assess the overall perturbation of $P$. Thus, our formulation does not require that every gene in $P$ be differentially expressed in order for us to declare that $P$ itself is perturbed in the disease. To complete our algorithm, it suffices to describe how to compute $\hat{P}$. Note that we do not require that $\hat{P}$ be connected, since $P$ itself may not be connected. Ideker et al. demonstrated that a similar problem is $NP$-complete [76]. Hence, we use a heuristic approach based on simulated annealing (SA), as sketched in Algorithm 1. To initialize $\hat{P}$, we include each interaction in $P$ with a uniform probability of 0.5. We perform the following series of operations for $100|I|$ iterations. (Recall that $I$ is the set of interactions in $P$.) We select a node or an edge uniformly at random from $P$. Let the selected element be $a$. If $a$ is already in $\hat{P}$, we delete it from $\hat{P}$; if $a$ is a node, we also delete all edges incident on $a$ from $\hat{P}$. If $a$ is not a member of $\hat{P}$, we add it to $\hat{P}$; if $a$ is a node, we insert into $\hat{P}$ all edges incident on $a$ in $P$. Let $\hat{P}'$ be the resulting subgraph. We compute $z(\hat{P}')$ and compare it to $z(\hat{P})$. If $z(\hat{P}')$ is larger, we accept the modification and continue, since we have increased the z-score. Otherwise, we accept the modification with a probability of $e^{(z(\hat{P}') - z(\hat{P}))/T}$, where $T$ is the temperature in the current iteration. Over all the iterations, we decrease the temperature $T$ geometrically from $T_s = 100$ to $T_e = 10^{-5}$. We output the final value of $\hat{P}$. 
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Remarks: For pathways of different sizes, we experimented with performing more than 80 × |I| iterations. We did not find a significant benefit from increasing the number of iterations. Figure 3.1 (a) compares the simulated annealing algorithm with 80 times the pathway size to 10000 times the pathway size. The figure includes an x = y dashed line for reference. We find that even with many more iterations and a slower cooling schedule, the additional iterations do not significantly improve the result. We also found that including the addition and deletion of nodes (along with incident edges) yielded better performance over addition and deletion of edges alone. Figure 3.1 shows the improvement of the simulated annealing algorithm with the inclusion of node additions and subtractions. We find that a number of iterations more than 80 times the number of edges has little to no effect on performance. Figure 3.2 shows a comparison with a simulated annealing algorithm with addition and deletion of both nodes and edges to a simulated annealing algorithm that only allows the addition and deletion of edges. We find that the inclusion of node additions and deletions positively effects the performance of the algorithm.

Algorithm 1 Compute \( \hat{P} \), the subgraph of \( P \) with the maximum perturbation.

Initialize \( \hat{P} \) by including each interaction in \( P \) with probability 0.5.

\[
T \leftarrow T_s
\]

for \( i = 1 \ldots 100|I| \) do

\[
\hat{P}' \leftarrow \hat{P}
\]

Select a node or an edge \( a \in P \) uniformly at random.

if \( p \) is in \( \hat{P} \) then

Delete \( p \) from \( \hat{P}' \).

else

Insert \( p \) into \( \hat{P}' \).

end if

if \( z(\hat{P}') > z(\hat{P}) \) then

Set \( \hat{P} \) to be \( \hat{P}' \)

else

Set \( \hat{P} \) to be \( \hat{P}' \) with probability \( e^{(z(\hat{P}')-z(\hat{P}))/T} \)

end if

\[
T \leftarrow T \times e^{\frac{\log(T_s)}{100|I|}}
\]

end for

3.2.3 Estimating the Statistical Significance of Perturbed Pathways

A potential drawback of our definition of \( z(\hat{P}) \) is that it assumes that the z-scores of the individual genes are independent. To ensure that \( z(\hat{P}) \) is not an over estimate of the significance of a perturbed pathway as a result of this assumption, we perform a permutation-based test. To build a null distribution for disease \( d \) and pathway \( P \), we repeat the following procedure 100,000 times:
Figure 3.1: Simulated annealing algorithm comparison. For a pair of algorithms we show a scatterplot of results taken from the GCM dataset. A dashed $y = x$ line is included for reference. Each pathway is given a distinct symbol to help identify pathway specific trends. We find that all of the pathways in the study follow common trends. The simmix algorithm includes additions and subtractions of both nodes and edges. The effect of additional iterations of simulated annealing on algorithm performance. We compare the performance of simmix with a number of iterations equal to 80 times pathway size with its performance for a number of iterations equal to 10000 times pathway size.
Figure 3.2: Simulated annealing algorithm comparison. For a pair of algorithms we show a scatterplot of results taken from the GCM dataset. A dashed $y = x$ line is included for reference. Each pathway is given a distinct symbol to help identify pathway specific trends. We find that all of the pathways in the study follow common trends. The simmix algorithm includes additions and subtractions of both nodes and edges. The algorithm sim allows only edge additions and subtractions. We compare simmix to sim with a number of iterations equal to 80 times the pathway size.
(i) Permute node labels (and associated gene expression data) in the pathway. Let \( k \) be the number of genes in \( P \). Replace these \( k \) genes with \( k \) other genes, selected uniformly at random from the universe of all genes measured in the gene expression data set for \( d \) and present in a protein interaction network containing 9352 genes and 39890 interactions (assembled from multiple sources [101, 132, 138, 159]). Let \( \tilde{P} \) be the new pathway. Note that \( \tilde{P} \) and \( P \) are isomorphic to each other, i.e., they have identical interaction structures.

(ii) Obtain the \( z \)-scores of the genes in \( \tilde{P} \) from the gene expression data set for \( d \).

(iii) Use the simulated annealing algorithm to compute \( z(\tilde{P}) \).

We compute the p-value for \( z(\hat{P}) \) as the fraction of random trials where \( z(\tilde{P}) > z(\hat{P}) \). Since we are testing multiple pathway-disease pairs, we control the false discovery rate using the method of Benjamini and Hochberg [15]. We use the adjusted \( p \)-value in all of the subsequent analysis.

### 3.2.4 Pathway and Disease Association Analysis

Here, we describe our method for pathway association analysis. We compute associations between diseases in an analogous manner. The inputs to pathway association analysis are a set \( \mathcal{P} \) of pathways, a set \( \mathcal{D} \) of diseases, and the \( p \)-values of perturbation of each pathway \( P \in \mathcal{P} \) in every disease \( d \in \mathcal{D} \). Our method uses two parameters \( t \) and \( c \). Given a \( p \)-value threshold \( t > 0 \), let \( \mathcal{D}_P(t) \) denote the set of diseases that perturb \( P \) with \( p \)-value at most \( t \). The parameter \( c \) controls when we deem two pathways to be associated. Given two distinct pathways \( P \) and \( Q \), we say that \( P \preceq Q \) if

\[
(\text{i}) \quad c < \frac{|\mathcal{D}_P(t)|}{|\mathcal{D}_P(t) \cup \mathcal{D}_Q(t)|} < 1 \quad \text{and}
\]

\[
(\text{ii}) \quad \text{if there is no third pathway } R \text{ such that } P \preceq R \text{ and } R \preceq Q.
\]

To compute all pairs of pathways related by \( \preceq \), we first compute all pathway pairs that satisfy the first condition in the definition of \( \preceq \). These pathway pairs induce a directed graph \( D \). In order to satisfy the second condition, we compute the transitive reduction of \( D \). Note that if \( c \) is small enough, \( D \) may contain many two-node cycles. On the other hand, if \( c = 1 \), \( D \) is empty. We select the smallest value of \( c \) such that there is no cycle with more than two nodes in \( D \). In this chapter, we used \( t = 0.05 \) and \( c = 0.8 \).

### 3.3 Results

We obtained curated pathways from the Netpath database [121]. These 20 pathways include 10 proliferation-associated signalling pathways and 10 immune response signaling pathways.
We used gene expression measurements in the Global Cancer Map (GCM) [133]. The GCM dataset contains 190 samples spanning 18 cancers (adenocarcinomas of the breast, colon, lung, ovary, pancreas, prostate, and uterus; follicular and large B-cell lymphomas; melanoma; bladder; acute lymphoblastic leukaemias of the B cell and T cell; acute myelogenic leukaemia; renal carcinoma; mesothelioma; and glioblastoma and medulloblastoma, which are two cancers of the central nervous system) and 90 samples from 13 normal tissues (bladder, breast, cerebellum, colon, germinal center, lung, kidney, ovary, pancreas, peripheral blood, prostate, uterus, and whole brain). We compared the samples for each cancer in the dataset to the samples from the corresponding normal tissue (e.g., prostate cancer and normal prostate). For each gene and each cancer, we determined the set of expression values from the cancer samples and the set of expression values from the associated normal samples. We applied our algorithm to 360 cancer-pathway pairs (18 cancers times 20 pathways).

### 3.3.1 Interaction Perturbation within Pathways

The pathways in Netpath are carefully curated and we consider them canonical for the purposes of this study. A natural question that arises is whether the most-perturbed sub-pathway of a pathway $P$ contains a significant fraction of the interactions in $P$. For each pathway, we counted how many interactions appeared to be perturbed in at least one cancer (considering only $p$-values less than 0.05). Table 3.3 shows that in as many as twelve pathways, fewer than 75% of the interactions in the pathway are perturbed.

### 3.3.2 Significance of Partial Pathway Activation

When a signaling pathway is perturbed, not all components of the pathway will undergo transcriptional perturbation, because many perturbations occur that the post-transcriptional or past translational level. Thus when only transcriptional data are available, many pathways may appear to be partially perturbed. An important innovation in our approach is the ability to sensitively detect partial pathway perturbation. In Figure 3.4, for each of the 360 pathway-cancer pairs, we plot the $z$-score measuring the perturbation of the entire pathway in the cancer ($x$-axis) against the $z$-score of the most-perturbed sub-pathway in that cancer ($y$-axis). Since each point in the plot is above the $x = y$ line, this comparison clearly demonstrates that calculating perturbation at the sub-pathway level is substantially more sensitive than calculating it at the whole pathway level.

### 3.3.3 Comparison to GSEA

Our approach explicitly uses the interaction structure of pathways to calculate their perturbation. To assess the advantages of this approach, we compared our method to the gene-oriented method “Gene Set Enrichment Analysis” (GSEA) [162]. GSEA compares two phenotypes of interest by sorting all the genes based on the difference in their expression profiles in the two phenotypes, e.g., by using the $t$ statistic. Given a gene set of interest,
GSEA uses a modified Kolmogorov-Smirnov statistic to test whether the genes in the gene set are ranked toward the top or the bottom of the sorted list. GSEA measures the statistical significance of an observed score by repeatedly permuting the phenotype labels of the samples.

We converted each Netpath pathway into the set of genes that are members of the pathway. We performed each of the 360 pathway-cancer comparisons using GSEA, ranking genes by the \( t \) statistic and generating 100,000 random permutations to assess the statistical significance of the computed scores. GSEA identified no Netpath gene set as significant, even with an FDR-adjusted \( p \)-value less than 0.1, in any of the comparisons. We had observed that perturbed pathways computed by our method may contain both up- and down-regulated genes. We reasoned that GSEA may not detect corresponding gene sets as significantly differentially expressed since these gene sets contain both genes with low ranks (large positive \( t \) statistics) and with high ranks (large negative \( t \) statistics). Therefore, we repeated the analysis using GSEA’s option to rank genes by the absolute value of the \( t \) statistic. Even with this option, GSEA identified no pathway-cancer pairs as significant, even at the 0.1 level.

GSEA uses the null hypothesis that the distribution of the perturbation of the genes in

---

**Figure 3.3**: Statistics on the number of interactions in perturbed sub-pathways. We say that an interaction is *measured* if both associated genes have been measured in the gene expression experiments. We report statistics only for pathways that are perturbed in at least one cancer with a \( p \)-value at most 0.05. For each pathway, we report the number of cancers where the pathway is perturbed, the number of measured interactions in a pathway, the number of interactions significantly perturbed in at least one cancer, and the percentage of measured interactions that appear in at least one most-perturbed sub-pathway.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>#cancers</th>
<th>#measured interactions</th>
<th>#perturbed interactions</th>
<th>%perturbed interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-5</td>
<td>3</td>
<td>26</td>
<td>7</td>
<td>26.9</td>
</tr>
<tr>
<td>IL-9</td>
<td>1</td>
<td>11</td>
<td>4</td>
<td>36.4</td>
</tr>
<tr>
<td>IL-3</td>
<td>4</td>
<td>58</td>
<td>29</td>
<td>50.0</td>
</tr>
<tr>
<td>IL-2</td>
<td>3</td>
<td>75</td>
<td>39</td>
<td>52.0</td>
</tr>
<tr>
<td>Kit Receptor</td>
<td>7</td>
<td>55</td>
<td>31</td>
<td>56.3</td>
</tr>
<tr>
<td>EGFR1</td>
<td>10</td>
<td>78</td>
<td>45</td>
<td>57.6</td>
</tr>
<tr>
<td>IL-6</td>
<td>7</td>
<td>46</td>
<td>27</td>
<td>58.7</td>
</tr>
<tr>
<td>Alpha6 Beta4 Integrin</td>
<td>4</td>
<td>32</td>
<td>19</td>
<td>59.4</td>
</tr>
<tr>
<td>Notch</td>
<td>2</td>
<td>25</td>
<td>15</td>
<td>60.0</td>
</tr>
<tr>
<td>IL-4</td>
<td>2</td>
<td>36</td>
<td>23</td>
<td>63.9</td>
</tr>
<tr>
<td>T Cell Receptor</td>
<td>7</td>
<td>102</td>
<td>75</td>
<td>73.5</td>
</tr>
<tr>
<td>TGF-beta Receptor</td>
<td>15</td>
<td>155</td>
<td>114</td>
<td>73.5</td>
</tr>
<tr>
<td>ID</td>
<td>6</td>
<td>53</td>
<td>41</td>
<td>77.4</td>
</tr>
<tr>
<td>IL-7</td>
<td>3</td>
<td>20</td>
<td>16</td>
<td>80.0</td>
</tr>
<tr>
<td>B Cell Receptor</td>
<td>13</td>
<td>105</td>
<td>87</td>
<td>82.9</td>
</tr>
<tr>
<td>TNF-alpha</td>
<td>9</td>
<td>109</td>
<td>94</td>
<td>86.2</td>
</tr>
</tbody>
</table>

---
Figure 3.4: Results of computing perturbations of 20 Netpath pathways in 18 human cancers. Each point represents a pathway-cancer pair; the x-axis is the z-score of the entire pathway and the y-axis is the z-score of the most-perturbed sub-pathway, with larger z-scores indicating greater perturbation. All points lie above the $x = y$ line (dashed green) indicating that we can always find a part of each pathway that is more significantly perturbed than the entire pathway.
a particular gene set is the same as the distribution of the rest of the genes measured in the transcriptional data set. Our approach uses the null hypothesis that the distribution of the perturbation of the genes in a particular pathway $P$ is the same as the distribution of an equal number of randomly-selected genes, where the interactions between the randomly-selected genes are isomorphic to the interactions in $P$. To test the hypothesis that the stricter null hypothesis of GSEA prevents it from finding significant perturbations detected by our method, we used our results to construct a new gene set for each cancer. Each new gene set was composed of only those genes that participate in at least one of the most-perturbed sub-pathways in that cancer as determined by our method. For 13 out of the 18 cancers, GSEA found that the combined gene set constructed based on our results was more significant than the gene set for any individual pathway. Yet, only three of these combined gene sets had an FDR-corrected $p$-value less than 0.05. From this comparison with GSEA, we conclude that incorporating interaction structure is an important aspect of determining pathway perturbation.

### 3.3.4 Pathway Perturbation Results

Given gene expression measurements for the cancers in the GCM dataset, we assembled the differential perturbation of each pathway in each cancer into the matrix shown in Figure 3.5. Of the 360 pathway-cancer pairs we analyzed, 40 pairs had FDR-corrected $p$-values less than 0.01, 96 pairs had $p$-values less than 0.05 and 169 pairs had $p$-values less than 0.1. Four pathways are perturbed in at least half the cancers, with $p$-value less than than 0.05: TGF-beta receptor pathway (15 cancers), B-cell receptor pathway (13), EGFR1 pathway (10), and TNF-alpha pathway (9). These four pathways are commonly perturbed by four cancers: ALL-T, large B-cell lymphoma, Follicular Lymphoma, and Melanoma. Four pathways, including the Androgen receptor, Hedgehog, IL-1, and Wnt signaling pathways were not significantly perturbed by any condition in our dataset. Melanoma and bladder cancer perturb as many as 11 and 13 pathways, respectively. Two cancers of the central nervous system (CNS)—glioblastoma and medulloblastoma—perturb four and five pathways respectively, with two shared pathways. Prostate adenoma did not significantly perturb any of the pathways in our dataset.

### 3.3.5 Pathway and Cancer Association Results

To identify potential functional associations between groups of pathways and groups of cancers, we computed dependencies between pairs of pathways of the form pathway 1 is almost always perturbed when pathway 2 is perturbed. This association analysis integrates the perturbation of pathways in all the diseases, producing a directed graph of connections between pathways that suggest potential dependencies between pathways and their perturbations (Figure 3.6); note that the directed relationships between the pathways in this figure do not necessarily imply directed regulatory associations. We performed a similar association analysis on the diseases to produce a directed graph in which an edge connects a disease that perturbs many pathways to one that perturbs almost a subset of pathways perturbed by
Figure 3.5: An overview of the perturbations of 20 Netpath pathway in 18 cancers in the GCM dataset. Each row is a pathway and each column is a cancer. The color of a cell indicates the FDR-corrected $p$-value of the perturbation of a pathway in a cancer: red $\leq 0.05$, orange $\leq 0.1$, yellow $\leq 0.2$, and gray $> 0.2$. 
Figure 3.6: The pathway association graph is derived from pathway-cancer pairs with a perturbation p-value at most 0.05. Each node is a pathway. A node’s label is the number of cancers in which the pathway is perturbed. An edge connects two pathways if the pathway at the tail of the edge is perturbed in at least 80% of the cancers that either pathway is perturbed in. The edge labels indicate the fraction of gene overlap between associated pathways. The most interesting associations are those where the connected pathways share few overlapping genes. We discuss two sets of pathways (inside the magenta and green areas) in the text.
Figure 3.7: The cancer association graph is derived from pathway-cancer pairs with a perturbation p-value at most 0.05. Each node is a cancer. A node’s label is the number of pathways that the cancer perturbs. An edge connects two cancers if the cancer at the tail of the edge perturbs at least 80% of the pathways perturbed in either cancer. We discuss the association between the three cancers inside the cyan area in the text.

3.3.6 Common perturbation of the TGF-beta receptor, B cell receptor, TNF-alpha, and EGFR1 pathways

The pathway association graph in reveals a strong association between these four pathways (highlighted by the magenta area in Figure 3.6 and the magenta rectangle in Figure 3.8), each of which is perturbed in at least half the cancers (as seen in Figure 3.5). TGF-beta regulates cell growth and arrests the cell cycle [41]. Deactivation of the TGF-beta signalling pathway is a hallmark of many cancers [41, 113, 114]. The EGFR1 pathway regulates growth in many cells. The characteristic over-expression of the EGFR pathway in many cancers [135, 147] is well represented in our results. We find consistent deactivation of the B cell receptor pathways across many of the GCM cancers. B-cell receptor pathway perturbation plays an active role in immune signaling and response [47]. TNF-alpha is constitutively expressed at a low level in normal cells; it activates the immune response and also initiates apoptosis. Since the TNF-alpha signaling pathway is involved in apoptosis, it is inhibited across many cancers. This is reflected in the results of our analysis.
3.3.7 Perturbations of the TNF-alpha, TGF-beta, and Alpha6 Beta4 Integrin Pathways May Suggest Metastatic Potential

Figure 3.8: Perturbation results for a subset of pathway-cancer pairs. Rows and columns are omitted or reordered in comparison to Figure 3.5. We discuss three sets of pathway-cancer pairs in the text. The pathways in the magenta (respectively, green) rectangle correspond to the pathways in the magenta (respectively, green) area in Figure 3.6. The cancers in the green rectangle correspond to those in the green area in Figure 3.7.

Our association analysis suggests a link between the TNF-alpha, TGF-beta, and Alpha6 Beta4 signaling pathways, which are part of the green area in Figure 3.6 and the green rectangle in Figure 3.8. As noted in this figure, the gene overlap between these pathways is low (0.04 between the TGF-beta receptor and the TNF-alpha receptor pathways and 0.12 between the TNF-alpha and the Alpha6 Beta4 signaling pathways), suggesting that genes common to these pathways are not sufficient to explain this association. Perturbations of the TNF-alpha, TGF-beta, and Alpha6 Beta4 integrin signaling pathways are correlated across multiple cancers including breast, bladder, and pancreas cancer. In particular, we find repression of these pathways in breast and bladder cancers and induction in pancreatic cancer, as displayed in the pathway layouts in Figure 3.9. We believe that the correlated expression of the TGF-beta, TNF-alpha, and Alpha6 Beta4 pathways corresponds to metastatic potential. It is well known that cancer is characterized by uncontrolled proliferation, resistance to cell death, and metastasis. Metastasis is the process by which cancer cells disassociate from the extracellular matrix, travel to both near and distant tissues, and rebind to the extra cellular matrix. Metastasis is a major cause of death by cancer,
Figure 3.9: The image shows the correlated perturbation between TNF-alpha, TGF-beta, and Alpha6 Beta4 integrin signaling pathways with respect to breast, bladder, and pancreas cancers. The color of a gene corresponds to differential expression of the gene in the disease state. See Figure 3.10 for the color scale. The figure shows that breast and bladder cancers strongly down regulate expression of the TNF-alpha, TGF-beta, and Alpha6 Beta4 integrin signaling pathways, while pancreas cancer induces all three pathways.
as surgical resection of primary tumors can enhance survival.

Characteristics of invasive pancreatic cancer A loss of the ability of TGF-beta to inhibit cell growth is a hallmark of many types of invasive cancer [60]. Once TGF-beta can no longer curtail cell growth, it is common to find increased TGF-beta mRNA expression in invasive cancer [60]. Gold et al. [60] note that several cancers including pancreatic cancer undergo disregulation of cell growth by TGF-beta, a phenomenon reflected in our analysis. The dual role of TGF-beta as tumor suppressor and tumor activator is outlined by Bachman and Park [6]. The increased expression that we observe in pancreatic cancer for signaling pathways TNF-alpha and TGF-beta is supported by other studies [130]. Pancreatic cancer is associated with acutely poor prognosis [175]. The recurrence of pancreatic cancer after surgical resection is particularly high due in part to the stimulation by TNF-alpha of molecules involved in adhesion [87, 175].

Down-regulated expression of Integrin-associated pathways in breast and bladder cancer Our analysis shows that the TNF-alpha, TGF-beta, and Alpha6 Beta4 integrin pathways are correlated and down expressed in breast and bladder cancer, as shown in Figure 3.9. Initially, metastasis requires decreased cellular adhesion to the extracellular matrix to allow cellular mobility. Breast cancer showing repressed integrin perturbation may correspond to low-grade pre-metastatic cancer. Mukhopadhyay et al. [119] found low levels of Alpha6 integrin expression in poorly tumorigenic and non-metastatic breast cancer. We observe the corresponding inhibition of the Alpha6 Beta4 integrin pathway in our results. In contrast, high-grade aggressively-metastatic breast cancer has been associated with high levels [119] of Alpha6 integrin expression. Jones et al. [80] found that breast cancer down regulates integrins compared to normal tissues. Ziober, Lin, and Kramer [198] find that Alpha2, Alpha3, and Alpha6 Beta4 integrins are all down regulated in expression in bladder and breast cancers. Breast cancer invasiveness was greatly reduced by the presence of TGF-beta [80]. The correlation we find between TGF-beta, and Alpha6 Beta4 integrin pathways in the GCM data supports their findings.

Integrins and Metastasis Integrins are transmembrane proteins responsible for cellular adhesion and signal transduction [117]. Ziober, Lin, and Kramer [198] outline the important role that integrin proteins play in metastasis. These proteins bind to the extracellular matrix and permit invasion into the basement membrane and give increased access to blood vessels. Ziober, Lin, and Kramer [198] also note the dynamic change in regulated expression of integrins during tumor development and suggest that the integrin expression changes can indicate shift towards a highly invasive metastatic cancer. For many integrins, down-regulated expression is associated with release of cells from the extracellular matrix, enhanced cellular mobility, and weak metastatic potential. Up-regulated integrins are associated with increased adhesion to the extracellular matrix and invasive cancer growth. The dynamic shift from down- to up-regulated integrin expression may be a useful therapeutic indicator of the development of a more invasive metastasis. We conclude that the patterns of decreased
Figure 3.10: The perturbation of the IL-2 signaling pathway in melanoma, bladder cancer and large B-cell lymphoma. Here we show gene products as nodes and curated interactions as edges between those nodes. Red and orange represent levels of mRNA induction, and dark green and light green represent levels of repression. Thick dark blue edges denote interactions that are members of most-perturbed sub-pathways while thin gray edges are other interactions that belong to the pathway.
breast and bladder cancer expression measured in the GCM may indicate early tumor onset with reduced metastatic potential. In contrast, the pancreatic cancer gene expression samples from the GCM are associated with high grade tumorigenesis, poor prognosis, and increased metastatic potential.

### 3.3.8 Differences between Melanoma, Bladder Cancer, and Large B-cell Lymphoma with Respect to the IL-2 Signaling Pathway and Others

Figure 3.7 displays a strong association between bladder cancer, melanoma, and Large B-cell lymphoma (the cyan area in the figure). Each of the four pathways discussed earlier (TGF-beta receptor, B cell receptor, TNF-alpha, and EGFR1 pathways) is perturbed in at least two of these three cancers. In addition, this association is driven by the shared perturbation of multiple interleukin pathways in these cancers (IL-2, IL-3, IL-4, IL-6 and IL-7 signaling pathways), as demonstrated by the cyan rectangle in Figure 3.8. These pathways share a number of genes such as Stat1, Stat5a, Jak1, Jak3, Shc1, and Fyn. Interleukins such as IL-2 are signaling compounds that control the function and regulation of the immune system. Below, we first discuss the association between melanoma and bladder cancer and then the connection to B-cell lymphoma.

We observe that melanoma and bladder cancer perturb the most pathways (13 and 11, respectively). The genes in these perturbed pathways are overwhelmingly down-regulated in the cancers. For example, we find that the IL-2 signalling pathway is down-regulated in melanoma, as shown in Figure 3.10(a). A recent finding by Critchley-Thome et al. [34] supports this result. They found that of the 25 significantly altered genes in T cells and B cells from melanoma patients (compared to healthy controls), 17 were stimulated by interferon (IFN). T cells in the 66% of patients who did not respond to IFN-treatment exhibited many functional abnormalities including decreased expression of cytokines such as IL-2. The IL-2 signaling pathway is also down-regulated in bladder cancer, as show in Figure 3.10(b). Bacillus Calmette Guerin (BCG) is a commonly used treatment to prevent recurrences of bladder cancer [174]. However, the therapeutic mechanism of BCG is not well understood. Van der Meijden [174] indicated that in superficial bladder cancer, the immune response causes secretion of cytokines like IL-2. Our data suggests a link between melanoma and bladder cancer with respect to IL-2 and other pathways. Since recombinant IL-2 has been used successfully to treat melanoma, positive expression of IL-2 may also be associated with the therapeutic mechanism of BCG in superficial bladder cancer. Interleukins such as IL-2 have been used directly as therapies for bladder cancer [128]. Thus, the association that we find between bladder and melanoma cancers is well represented in the literature.

Recombinant IL-2 is known to be one of the few pharmacological treatment options for melanoma and bladder tumors [5, 31]. Liu et al. also found that IL-2 enhances the therapeutic effects of anti-idiotypic antibodies for treating B-Cell Lymphoma [106]. Unlike bladder and melanoma cancers, B-cell lymphoma shows up-regulation of the IL-2, IL-6, and IL-7 pathways (see Figure 3.10(c). Wen et al. [181] indicate that deficiencies in PLCγ2 impedes
synthesis of the B-cell receptor and consequently increases activation of the IL-7 pathway. Our results suggest that the therapeutic action of IL-2 against bladder and melanoma tumors occurs by a common mechanism but that a different mechanism is responsible for the effect of IL-2 on large B-cell lymphomas.

3.4 Summary

Our results indicate that integrating differential gene expression with the interaction structure in a pathway is a powerful approach for detecting links between a cancer and the pathways perturbed in it. The use of Stouffer’s z-score to combine multiple p-values provides an important advantage over methods that consider pathway membership alone: in many perturbed pathways, we noticed that the receptor protein at the head of the pathway was very slightly differentially expressed, often not to a statistically significant extent whereas many genes with products downstream of the receptor were differentially expressed. Use of meta analysis to combine p-values enabled detection of the perturbation of the pathway even in such cases. Earlier approaches for pathway analysis [42, 148] have usually studied small numbers of cancers. In contrast, we analyzed 18 cancer types in the GCM data set. Studying a relatively large number of cancers enabled us to carry out pathway and cancer association analyses. By analyzing the activation of a compendium of pathways in multiple cancers, we were able to detect patterns of perturbation specific to cancer types and across cancer types.
Chapter 4

A Boolean Model for Network Legos

4.1 Introduction

In this chapter, we present a top-down computational approach that identifies building blocks of molecular interaction networks by

(i) integrating gene expression measurements for a particular disease state (e.g., leukaemia) or experimental condition (e.g., treatment with growth serum) with molecular interactions to reveal an active network, which is the network of interactions active in the cell in that disease state or condition and

(ii) systematically combining active networks computed for different experimental conditions using set-theoretic formulae to reveal network legos, which are functional modules of coherently interacting genes and gene products in the wiring diagram. These network legos are potential building blocks of the wiring diagram, since we can express each active network as a composition of network legos.

Given a wiring diagram and the transcriptional measurements for a particular condition, we use the gene expression data to induce edge weights in the wiring diagram. We find dense subgraphs [23] in this weighted graph to compute the active network for that condition.1 Given the active networks for a number of different conditions, we first represent the active networks in an appropriately-defined binary matrix and compute closed biclusters [1, 195] in the matrix. Each bicluster simultaneously represents a set-theoretic combination of particular active networks and a subgraph of the wiring diagram; we call such a subgraph a “block”. We exploit the subset structure between blocks to arrange them in a DAG. When the number of active networks is large, we may compute a very large number of highly-similar blocks. Not all these blocks are likely to be network legos. We assess the statistical significance of each block by simulation and identify those that are maximally significant,

1Note that this approach is an alternative formulation of the problem solved in Chapter 3. Since we use the active network algorithm only in the context of computing network legos, we discuss it in this chapter.
i.e., more significant than any descendant or an ancestor in the DAG. We deem these blocks to be network legos.

We develop two measures to assess the quality of the network legos we compute. Stability measures to what degree we can recompute the same legos when we remove each active network in turn from the input. Recoverability measures to what extent we recoup the original active networks when we combine network legos. These two notions test two different aspects of network lego computation. Considering active networks to be the inputs and network legos to be the outputs, stability measures how much the outputs change when we perturb the inputs by removing one of the inputs at a time. In contrast, recoverability asks whether we can reclaim the inputs by combining the outputs; thus recoverability is a measure of how well the network legos serve as building blocks. To assess the biological content of network legos, we measure the functional enrichment of the genes and interactions that belong to a network lego. For each function, we track its degree of enrichment in the DAG to highlight differences among the network legos. For each network lego, we also ask if any functions are enriched only in that network lego and correlate such functions with the expression patterns of the genes in that network lego.

We demonstrate two ways in which a biologist can use our system. In the first, our system allows the systematic comparison of responses to a small number of different conditions, diseases, or perturbations tested in the same lab. The comparison of three leukaemias (ALL, AML, and MLL) [3] we discuss in Section 4.3.1 is such an application. Using our method, we show that the activation of the Kit receptor pathway is a hallmark of AML but not of ALL and MLL; thus, the activation of this pathway distinguishes AML from the other two leukaemias. In the second, a biologist can analyze a specific condition of interest in the context of a large compendium of other conditions, compute the building blocks of the networks activated in these conditions, and ask how the building blocks compose the active network for the specific condition of interest to the biologist. In Section 4.3.2, we apply our approach to a collection of 178 arrays measuring the gene expression responses of HeLa cells and primary human lung fibroblasts to 13 distinct stresses including cell cycle arrest, heat shock, endoplasmic reticulum stress, oxidative stress, and crowding [120]. Our method computes 143 network legos. We carefully examine the compositions of these network legos to demonstrate that they are true building blocks of the active networks for these 13 stresses. We use leave-one-out validation to prove that our algorithm to construct network legos is stable: when we remove each active network and recompute network legos, we are able to recompute most network legos at least 95% fidelity. We also demonstrate that we can recover active networks with almost perfect accuracy by composing network legos. Further analysis of the network legos reveals that the active networks corresponding to cell cycle arrest contain interactions that are quite distinct from the network of interactions activated by the other stresses. When we remove the two cell cycle arrest data sets, we compute only 15 network legos. Of the 11 remaining active networks, we recover five with complete accuracy and one with 99.9% accuracy. We recover the other five active networks with accuracies ranging from 71% to 92%. Functional enrichment analysis of these network legos shows that the only lego enriched in genes controlling and participating in the cell cycle is one that distinguishes the reaction to endoplasmic reticulum stress of fibroblasts from the other stresses. Taken together, these statistics indicate that the network legos we detect
are indeed building blocks of the networks activated in response to the stresses studied by Murray et al. [120] and that the network legos yield biologically-useful insights into the similarities and differences between the two cell types.

The success of our approach stems from a number of factors. First, unlike other approaches that simultaneously integrate multiple gene expression data sets in the context of the network scaffold, we compute individual active networks for each data set and associate the active network with the corresponding disease or perturbation. This approach allows us to explicitly compare and contrast different conditions. Second, we treat interactions (rather than genes or proteins) as the elementary objects of our analysis. Therefore, different network legos may share genes, allowing for the situation when a gene participates in multiple biological processes and is activated differently in these processes. Finally, we develop a simple but effective method to assess the statistical significance of a network lego and to recursively weed out sub-networks that masquerade as building blocks but contain true network legos. Taken together, network legos and the accompanying set-theoretic formulae provide a dynamic and multi-dimensional view of cell circuitry obtained by integrating molecular interaction networks, gene expression data, and descriptions of experimental conditions.

4.2 Algorithms

We describe the main computational ingredients of our approach in stages. We first define useful terminology. Next, we present our method to integrate a cellular wiring diagram with the gene expression data for a single condition to compute the active network for that condition. Third, we describe how we combine active networks for different conditions to form blocks. Fourth, we discuss how we compute the statistical significance of blocks, arrange them in a DAG, and exploit the DAG to identify network legos, which are the most statistically-significant blocks in the DAG. Finally, we present our methods to measure the stability of network legos and assess how well we can recover active networks from the network legos.

4.2.1 Definitions

We denote the wiring diagram of molecular interactions for an organism by $W$; each node of $W$ is a gene (or gene product) and each edge represents an interaction. Let $G$ be the set of genes in $W$. The gene expression data set for a condition $c$ consists of a set of samples $S_c$, each with an expression value for each gene in $G$; we denote by $g_c$ the vector of values for gene $g$ in the condition $c$. Our method takes as input the wiring diagram $W$ for an organism and a compendium of gene expression data sets, each for a different condition.

**Active networks.** Given a gene expression data set for a condition $c$, we say that a gene responds in $c$ if the expression values of the gene in vary by more than an input threshold. Let $g$ and $h$ be two genes that respond in $c$ and let $e = (g, h)$ be an interaction in $W$. We say
that $e$ is active in c if if $g_e$ and $h_e$ are correlated to a statistically-significant extent. Let the weight $w_e$ of interaction $e$ denote this degree of correlation. We define the active network $A_c$ in c to be the subgraph of $W$ with maximum density, where we define the density $d(G)$ of a graph $G = (V, E)$ as the total weight of its edges divided by the number of nodes in it, i.e.,

$$d(G) = \frac{\sum_{e \in E} w_e}{|V|}.$$ 

We describe the details of how we detect responding genes, active interactions, and active networks in Section 4.2.2.

**Blocks.** Let $A$ denote a set of active networks, one for each of the conditions in the input compendium. We define a block to be a triple $(G, P, N)$, where $G$ is a subgraph of $W$, $P$ and $N$ are disjoint subsets of $A$, and $P \neq \emptyset$ such that

$$G = \left( \bigcap_{P \in P} P \right) \bigcap \left( \bigcap_{N \in N} (W - N) \right) = \left( \bigcap_{P \in P} P \right) - \left( \bigcup_{N \in N} N \right),$$

where “$\cap$,” “$-$,” and “$\cup$” respectively denote the intersection, difference, and union of the edge sets of two graphs, and

1. $P$ is maximal, i.e., there is no active network $P \in A - P$ such that $G \subseteq P$, and
2. $N$ is maximal, i.e., there is no active network $N \in A - N$ such that $G \cap N = \emptyset$.

In other words, we can form $G$ by taking the intersection of all the active networks in $P$ and removing any edge that appears in any of the active networks in $N$. We require that $P$ contain at least one active network so that $G$ is not formed solely by the intersection of the networks in $N$; such a block is unlikely to be biologically interesting. We also require that $P$ and $N$ be disjoint so that $G$ is not the empty graph. Requiring $P$ and $N$ to be maximal ensures that we include all the relevant active networks in the construction of $G$. These criteria imply that it is enough to specify $P$ and $N$ to compute $G$ uniquely; we include $G$ in the notation for a block for convenience and drop $P$ and $N$ when they are understood from the context. We refer to $(\bigcap_{P \in P} P) \bigcap (\bigcap_{N \in N} (W - N))$ as the formula for the block. Figure 4.1(a) displays three toy active networks and Figure 4.1(b) shows examples of three blocks formed from these active networks.

**Network legos.** We now describe how we identify network legos in a set $B$ of blocks. We note that $n$ active networks can compose at most $3^n - 2^n$ blocks. Given two distinct blocks $(G_1, P_1, N_1)$ and $(G_2, P_2, N_2)$ in $B$, we say that $G_1 \prec G_2$ if

(i) $P_1 \subseteq P_2$ and $N_1 \subseteq N_2$ or

**2** In the rest of this paragraph, we abuse notation and use $G$ to refer to the block $(G, P, N)$.
(a) Three active networks $A_1, A_2$, and $A_3$.

(b) Examples of three blocks formed by combining the active networks $A_1, A_2$, and $A_3$.

Figure 4.1: Examples of active networks and blocks. In the block $(G_1, P_1, N_1)$, $P_1 = \{A_1, A_2\}$, $N_1 = \emptyset$, and $G_1 = A_1 \cap A_2$; in the block $(G_2, P_2, N_2)$, $P_2 = \{A_3\}$, $N_2 = \{A_1\}$, and $G_2 = A_3 - A_1$; and in the block $(G_3, P_3, N_3)$, $P = \{A_1, A_2\}$, $N = \{A_3\}$, and $G_3 = A_1 \cap A_2 - A_3$. Therefore, we have the following relations: $G_1 < G_3$ and $G_2 < G_3$.

(ii) $P_1 \subseteq N_2$ and $N_1 \subseteq P_2$.

Further, we say that $G_1 < G_2$ if there is no block $G_3 \in \mathcal{B}$ such that $G_1 < G_3 < G_2$. The operators $<$ and $\prec$ represent partial orders between blocks, with $\prec$ being the transitive closure of $<$. Given a set $\mathcal{B}$ of blocks, let $\mathcal{D}_\mathcal{B}$ denote the directed acyclic graph representing the partial order $<$: each node in $\mathcal{D}_\mathcal{B}$ is a block in $\mathcal{B}$ and an edge connects two blocks related by $<$. For a block $G$, let $\sigma_G \in [0, 1]$ denote the statistical significance of $G$. We describe a method to compute this value in Section 4.2.4. We define a network lego to be a block $(G, P, N) \in \mathcal{B}$ such that $\sigma_G < \sigma_H$, for every $H \in \mathcal{B}$ where $G \prec H$ or $H \prec G$. In other words, $(G, P, N)$ is a network lego if it is more statistically significant that blocks formed by combining any subset of $P$ and $N$ or by combining any superset of $P$ and $N$. In this sense, we claim that $G$ is a building block of the active networks in $\mathcal{A}$.

4.2.2 Computing the active network for a single condition

Given a gene expression dataset for a condition $c$, we compute its active network $A_c$ using the following steps:

1. **Filter genes.** We use a variational filter to remove all genes whose expression profiles
have a small dynamic range from \( W \). Specifically, we log-transform and zero-centre each gene’s expression values. We discard a gene and all its interactions in the wiring diagram \( W \) if all the transformed expression values of the gene lie between \(-1\) and \(1\) \([144]\). We deem the remaining genes to have responded in the condition.

2. **Filter interactions.** To each interaction \( e = (g, h) \) remaining in \( W \), we assign a weight equal to the absolute value of the Pearson’s correlation coefficient of \( g_c \) and \( h_c \), reasoning that this weight indicates how “active” the interaction is in the experimental condition. We discard edges whose weights are not statistically significant by using the following procedure: (i) We construct 50 random versions of the gene expression data set by permuting each gene’s expression values independently. (ii) For each random data set, we compute a histogram of the absolute value of the Pearson’s correlation coefficient of the expression profiles of all pairs of genes. (iii) We average these 50 histograms and keep only those interactions in \( W \) whose edge weights are significant at the 0.01 level. Let \( W_c \) be the resulting weighted interaction network.

3. **Compute \( A_c \).** We compute \( A_c \) using a greedy algorithm \([23]\). We define the weight \( w_v \) of a vertex \( v \in W_c \) to be the total weight of the edges incident on \( v \). We repeatedly delete the node of smallest weight in \( W_c \). After each deletion, we update the weights of the neighbors (before deletion) of this node and record the density of the remaining network. We set \( A_c \) to be most dense of all the networks so generated. Algorithm 2 contains pseudo-code for this step.

**Algorithm 2** Computing the active network \( A_c \) for a condition \( c \). The input to the algorithm is \( W_c \), the edge-weighted subgraph of \( W \) containing responding genes and perturbed edges.

```plaintext
W_{max} ← W_c

while \( W_c \) is not empty do
    \( x ← \arg \min_{v \in W_c} w_v \)
    \( W_c ← W_c \setminus \{x\} \)
    if \( d(W_c) > d(W_{max}) \) then
        \( W_{max} ← W_c \)
    end if
end while

return \( W_{max} \)
```

Remarks:

1. It is possible to find the subgraph of largest density using linear programming or parametric network flows \([23]\). The greedy algorithm described above finds a subgraph that is at least half as dense as the most dense subgraph.

2. In practice, we embed the greedy algorithm in the following heuristic: we repeatedly apply this approximation algorithm, remove the edges of the subgraph it computes, and re-invoke the algorithm on the remaining graph until the density of the remaining
graph is less than the density of $W_c$. We deem the union of the computed dense subgraphs to be the active network $A_c$.

3. The rationale for computing the most dense subgraph in $W_c$ is to mitigate the effect of isolated interactions in $W_c$, since a dense subgraph corresponds to a sub-network of concerted activity in $W_c$. Many other natural definitions of the weight of a subgraph are computationally intractable to optimize. For instance, if the weight of a subgraph is the total weight of its edges divided by the number of possible edges in the subgraph, it is well-known that the problem of computing the subgraph of highest weight is NP-complete [86].

### 4.2.3 Computing the set of blocks in a set of active networks

Given a set $\mathcal{A}$ of active networks, we reduce the problem of computing blocks defined by the active networks in $\mathcal{A}$ to the problem of computing closed biclusters in a binary matrix [1, 195]. Consider a binary matrix $M$ where each column corresponds to an interaction in $W$. The matrix $M$ contains two rows for each active network $A \in \mathcal{A}$: the positive row corresponds to the interactions in $A$ and the negative row to the interactions in $W - A$. In the positive row corresponding to $A$, we set a cell to be one if and only if the corresponding interaction belongs to $A$; this cell is zero in the negative row for $A$. Thus, $M$ is a qualitative representation of which interactions are present in each active network and which are present in its complement.

In a binary matrix such as $M$, a bicluster $(R, C)$ is a subset $R$ of rows and a subset $C$ of columns such that the sub-matrix spanned by these rows and columns only contains ones. A closed bicluster is a bicluster with the property that each row (respectively, column) not in the bicluster contains a zero in at least one column (respectively, row) in the bicluster. Therefore, it is not possible to add a row or a column to a closed bicluster without introducing a zero into the corresponding sub-matrix. We can partition $R$ into two subsets $R_P$ and $R_N$ where $R_P$ (respectively, $R_N$) consists of all the positive (respectively, negative) rows in $R$. There is a natural one-to-one mapping from a closed bicluster $(R, C)$ to a block $(G, \mathcal{P}, \mathcal{N})$:

1. $G$ is the subgraph of $W$ induced by the interactions corresponding to the columns in $C$;
2. $\mathcal{P}$ is the set of active networks corresponding to the rows in $R_P$; and
3. $\mathcal{N}$ is the set of active networks corresponding to the rows in $R_N$.

Requiring a bicluster to be closed is equivalent to ensuring that $\mathcal{P}$ and $\mathcal{N}$ are maximal and that $C$ contains all the interactions in $G$. Figure 4.2(a) displays the matrix corresponding to the three active networks in the example in Figure 4.2(b) displays a layout of all the biclusters in this matrix and highlights the three biclusters corresponding to the three blocks.

Before describing our algorithm, we define one more concept. Given a set $R$ of rows in $M$, we define the closure of $R$ to be the closed bicluster $(R^*, C^*)$, where $C^*$ is the set of columns
that contain ones in all the rows in \( R \) and \( R^* \supseteq R \) is the set of rows that contain ones in all the columns in \( C \). Given \( R \), we can compute its closure by two scans over \( M \).

We give the pseudo-code for computing network legos in Algorithm 3. To construct closed biclusters and the resulting set \( \mathcal{B} \) of blocks, we use a variation of the well-known Apriori level-wise algorithm for computing itemsets [1]. In Algorithm 3, we do not distinguish between a closed bicluster and the corresponding block.

Remarks. Since we consider only the positive rows in \( M \) in the first step, every closed bicluster we compute contains at least one positive row. In practice, we hash the row sets of the biclusters to avoid reporting a bicluster more than once. The worst-case running time of the algorithm is exponential in the number of rows in \( M \).

4.2.4 Assessing the statistical significance of a block

To measure the statistical significance of a block, we construct an empirical distribution of block sizes. We repeatedly select a subset of rows uniformly at random from the binary matrix \( M \), compute the columns common to these rows, and convert the resulting bicluster into a block. We ensure that the random subset of rows does not contain an active network and its complement, since such a subset will trivially result in a bicluster with zero columns. Given a block \((G, \mathcal{P}, \mathcal{N})\) computed in the real dataset, let \( m \) be the number of interactions in \( G \). To estimate the statistical significance \( \sigma_G \) of \((G, \mathcal{P}, \mathcal{N})\), we only consider the distribution formed by random blocks \((H, \mathcal{P}', \mathcal{N}')\) where \(|\mathcal{P}| = |\mathcal{P}'|\) and \(|\mathcal{N}| = |\mathcal{N}'|\). We set \( \sigma_G \) to be the fraction of such blocks that have at least \( m \) interactions. Since the number of interactions in a block will decrease with an increase in \(|\mathcal{P}|\) or in \(|\mathcal{N}|\), these constraints ensure that we compare \( G \) with appropriate random blocks in order to estimate \( \sigma_G \). We only retain blocks
Algorithm 3 Computing the set of blocks

Compute the closure of each positive row \( r \) in \( M \). Let \( C \) be the set of biclusters so computed.

\[ B \leftarrow C \]

while \( C \) is non-empty do
  \[ C' \leftarrow \emptyset \]
  for each bicluster \((R, C)\) in \( C \) do
    for each row \( r \notin R \) do
      Compute the closure \((R^*, C^*)\) of \( R \cup \{r\} \).
      if \( C^* \neq \emptyset \) then
        \[ C' \leftarrow C' \cup \{(R^*, C^*)\} \]
      end if
    end for
  end for
  \[ C \leftarrow C' \]
  \[ B \leftarrow B \cup C \]
end while

Construct the DAG \( D_B \) connecting the blocks in \( B \) as per the partial order \(<\). that are significant at the 0.01 level. We compute the DAG defined by these blocks. We perform two topological traversals of this DAG, one from the roots to the leaves and the other from the leaves to the roots, to identify the maximally-significant blocks. The resulting set of blocks are the network legos we desire to compute. Let \( L \) denote the set of network legos.

4.2.5 Stability and recoverability analysis

**Stability.** It is clear that the set \( L \) of network legos we compute depend on the active networks in \( A \). To assess this dependence, we modify a method for suggested by [144]. We remove each network \( N \in A \) in turn and recompute network legos from the set \( A - \{N\} \). Let \( L_N \) denote the resulting set of network legos. For each network lego \( L \) in \( L \), we compute the most similar network lego \( L' \) in \( L_N \) using the set-similarity measure \(|L \cap L'|/|L \cup L'|\) and store this measure as \( s_{L,N} \). Given a similarity threshold \( t \), for each network lego \( L \) in \( L \), we compute the fraction of networks in \( A \) such that \( s_{L,N} \geq t \). The higher this fraction is, the more resilient \( L \) is to perturbations in the input.

**Recoverability.** If the network legos in \( L \) are true building blocks of the active networks in \( A \) that they spring from, it should be possible to recover each active network in \( A \) from the network legos in \( L \). For each active network \( A \), we define

\[ L_A = \{(G, P, N) \in L | A \in P\}, \]

to be the set of network legos in \( L \) where \( A \) does not appear negated in the network lego. We compute the union of the network legos in \( L_A \) and compute what fraction of \( A \)'s edge
set appears in the union. The larger this fraction is, the more “recoverable” A is from the computed network legos.

4.2.6 Properties of Blocks

Intuitively, network legos should be subgraphs of the active networks they compose. In this section, we state and prove a few observations about blocks that formalize this notion.

**Lemma 4.2.1.** Let \((G, P, N)\) be a block. Then the following conditions hold:

(a) For every active network \(A \in P\), \(G\) is a subgraph of \(A\).
(b) For every active network \(B \in N\), \(G \cap B = \emptyset\).
(c) For every active network \(C \not\in P \cup N\), \(G\) contains at least one interaction not in \(C\).

**Proof.** By the definition of a block, \(G = (\bigcap_{P \in P} P) \cap (\bigcap_{N \in N} (W - N)) = (\bigcap_{P \in P} P) - (\bigcup_{N \in N} N)\). Here, set operations are defined on the edge sets of active networks.

(a) By the first form of the definition of \(G\), the edges in \(G\) are a subset of \(\bigcap_{P \in P} P\). Since \(A \in P\), we see that the edges in \(G\) are a subset of the edges in \(A\), implying that \(G\) is a subgraph of \(A\).

(b) By the second form of the definition of \(G\), we see that no edge in the set \(\bigcup_{N \in N} N\) can appear in \(G\). Therefore, \(G \cap B\) is empty.

(c) By the definition of a block, \(P\) and \(N\) are maximal. Therefore, since \(C \not\in P\), we see that \(G \not\subseteq C\) and since \(C \not\in P\), we see that \(G \cap C \neq \emptyset\). Therefore, \(G\) must contain at least one interaction that is not in \(C\).

\(\square\)

A simple corollary of this lemma is that \(G\) has fewer interactions than the active network with the smallest number of interactions in \(P\).

The following two lemmas prove there is a one-to-one correspondence between closed biclusters and blocks, thus establishing the the correctness of our algorithm for computing blocks. We first set up some notation to state the lemmas. We assume that \(W\) has \(m\) edges and an arbitrary but fixed ordering of these edges. Given an unweighted subgraph \(G\) of \(W\), let \(G\) denote a binary vector of length \(m\) defined as follows: (i) the dimensions of \(G\) are in a one-to-one correspondence with the ordering of the edges of \(W\) and (ii) the value of an element of \(G\) is equal to 1 if the corresponding interaction is in \(G\) and 0 otherwise. Let \(A\) denote a set of \(n\) active networks, each of which is a subgraph of \(W\). Consider the \(2n \times m\) matrix \(M\) whose rows are the vectors \(A\) and \(W - A\), for every active network \(A \in A\).
Lemma 4.2.2. Consider a block \((G, P, \mathcal{N})\). Then \((R, C)\) is a closed bicluster in \(M\) where \(R\) and \(C\) are defined as follows:

(a) \(R = \left( \bigcup_{A \in P} A \right) \cup \left( \bigcup_{B \in \mathcal{N}} (W - B) \right) \).

(b) A column of \(M\) is an element of \(C\) iff the corresponding interaction is in \(G\).

Lemma 4.2.3. Consider a closed bicluster \((R, C)\) in \(M\) such that \(R\) contains at least one positive row. Then the triple \((G, P, \mathcal{N})\) is a block where \(G\), \(P\), and \(\mathcal{N}\) are defined as follows:

(a) An edge of \(W\) is in \(G\) iff the corresponding column is an element of \(C\).

(b) An active network \(A\) is an element \(P\) iff \(A \in R\).

(c) An active network \(B\) is an element \(\mathcal{N}\) iff \(W - B \in R\).

4.3 Results

We applied the algorithm described in the previous section to human data sets. We obtained a network of 31108 molecular interactions between 9243 human gene products by integrating the interactions in the IDSERVE database [132], the results of large scale yeast two-hybrid experiments [138, 159], and 20 immune and cancer signalling pathways in the Netpath database (http://www.netpath.org). The IDSERVE database includes human curated interactions from BIND [7], HPRD [129], and Reactome [81], interactions predicted based on co-citations in article abstracts, and interactions that transferred from lower eukaryotes based on sequence similarity [101]. We derived functional annotations for the genes in our network from the Gene Ontology (GO) [4] and from MSigDB [162]. In addition, we annotated each Netpath interaction in our network with the name of the pathway it belonged to. We used these annotations to compute the functional enrichment of the nodes and edges in the network legos using the hypergeometric distribution. We controlled the false discovery rate using the method proposed by Benjamini and Hochberg [15].

We present two analyses below. In the first, we compare and contrast three types of leukaemias. In the second, we compute the network legos for a set of environmental stresses imparted to two human cell types.

4.3.1 ALL, AML, and MLL

Armstrong et al. [3] demonstrated that lymphoblastic leukaemias involving translocations in the \(MLL\) gene constitute a disease different from conventional acute lymphoblastic (ALL) and acute myelogenous leukaemia (AML). The authors based their analysis on the comparison of gene expression profiles from individuals diagnosed with ALL, AML, and MLL. We reasoned that the networks of molecular interactions activated in these diseases may
also show distinct differences. First, we computed active networks for each leukaemia, as
described in Section 4.2.2. Next, we computed all 19 \((3^3 - 2^3)\) blocks induced by these three
active networks, using the method presented in Section 4.2.3. Since the number of blocks
is small, we did not compute their statistical significance. Instead, we treated every block
as a network lego. We connected the network legos in the directed acyclic graph (DAG)
displayed in Figure 4.3. In this DAG, each node represents a single network lego, e.g.,
the leftmost node on the top row represents the MLL active network while the leftmost node in
the middle row represents the interactions activated in AML but not in MLL (the formula
AML – MLL). A solid blue edge directed from a child to a parent indicates that the formula
for the child (e. g., MLL) appears as a part of the formula for the parent (e.g., MLL – AML),
while a dashed green edge indicates that the child’s formula (e.g., MLL) appears negated in
the parent’s formula (e.g., AML – MLL).

Figure 4.3: The lattice connecting combinations of ALL, AML, and MLL active networks.
Each node contains an index, the number of ‘c’onditions, the number of ‘i’nteractions and
the active networks participating in the formula. We use ‘!’ to indicating set difference.
Colors indicate the enrichment of the interactions in the KIT pathway in the computed
combinations. Darker colors denote more significant enrichment values.

To assess the biological content of the results and to illustrate one type of analysis our
approach facilitates, we computed Netpath pathways enriched in the interactions in the
networks corresponding to the 19 formulae. Figure 4.3 demonstrates that the interactions
in the KIT pathway are differentially enriched in the 19 networks. The darker the color of a
node, the more statistically significant is the enrichment of this pathway in the corresponding
network. We first note that the only formulae enriched in this pathway are the ones that
involve AML (and not the complement of AML). The statistical significance is the lowest
(FDR-corrected \(p\)-value \(3.5 \times 10^{-7}\)) for the formula AML – ALL – MLL. We interpret
these statistics to imply that this pathway is activated only in AML and not in ALL or in
MLL. Evidence in the literature supports this conclusion. The c-KIT receptor is activated
in almost all subtypes of AML [137, 143]. Similarly, [142] report that “mutations in codon
D816 of the KIT gene represent a recurrent genetic alteration in AML.” By studying 1,937
patients diagnosed with acute leukaemia, [14] found that c-kit was expressed in 67% of AML
cases but only in 4% of ALL cases, and that most of these ALL cases exhibited myeloid
markers. We note that gain-of-function mutations in c-Kit have been observed in many
human cancers [32]. Our analysis only suggests that in the context of ALL, AML, and MLL,
the KIT pathway may be activated only in AML.

4.3.2 Human Stresses

We computed network legos by applying our methods to the human interaction network and the gene expression responses of HeLa cells and primary human lung fibroblasts to heat shock, endoplasmic reticulum stress, oxidative stress, and crowding [120]. The dataset we analysed includes transcriptional measurements obtained by Whitfield et al. [182] for studying cell cycle arrest by using a double thymidine block or with a thymidine-nocodazole block. Overall, the dataset contains 13 distinct stresses over the two cell types. The authors note that each type of stress resulted in a distinct response and that there was no general stress response unlike in the case of \textit{S. cerevisiae} [55]. Therefore, this dataset poses a challenge to our system. Can we find network legos that combine active networks for multiple stresses?

Structural Analysis of network legos  The number of genes in the 13 active networks we computed ranged from 165 (for crowding of WI38 cells) to 1148 (for the thymidine-nocodazole block) with an average of 684 genes per active network. The number of interactions ranged from 257 to 3667 with an average of 1874 interactions per active network. Theoretically, we can compute \(3^{13} - 2^{13}\) blocks involving 13 distinct active networks. Our method computed 444201 blocks, indicating that the remaining combinations of active networks are not closed or yield blocks without any interactions. We computed a null distribution of block sizes using a million random samples. Of the 444201 blocks, 12386 blocks were statistically significant at the 0.01 level. We identified 143 network legos in the DAG induced by the relation \(<\) on these blocks. We observed that all but one of the 143 network legos involved at least six distinct active networks, indicating that these network legos are not the result of combining a small number of active networks. The following table displays the distribution of the number of legos involving \(k\) conditions, where \(5 \leq k \leq 12\). Interestingly, no network lego involved all 13 active networks.

<table>
<thead>
<tr>
<th>#conditions</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>#legos</td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>36</td>
<td>34</td>
<td>20</td>
<td>28</td>
<td>8</td>
</tr>
</tbody>
</table>

In light of the statement by Murray et al. [120] that each type of stress resulted in a distinct response, it is important to ask whether most of our network legos primarily involve complemented active networks. Over all network legos \((G, \mathcal{P}, \mathcal{N})\), we counted the total size of the “\(\mathcal{P}\) sets” and the “\(\mathcal{N}\) sets.” The ratio of these numbers was 2:3, indicating that a large fraction of the network legos represented features common to multiple stresses. The active networks that appeared most often in the positive form were the two treatments that resulted in cell cycle arrest. Each participated in as many as 119 network legos. In most of these network legos, almost all the other active networks appeared in complemented form. The complements of the cell cycle arrest active networks did not participate in any network lego.
We obtained very good stability and recovery results. Upon the removal of each active network, we were able to recompute each network lego with at least 95% fidelity. We were also able to recover 11 active networks with 100% accuracy by composing network legos. The two active networks we could not recover completely were the double thymidine network (97% recovery) and the thymidine-nocodazole network (86% recovery). When we tested the recoverability of active networks using the blocks at the roots of the DAG connecting statistically-significant blocks, the recovery for these two active networks dropped to 85% and 75% respectively. This result underscores the fact that identifying network legos as those that are maximally statistically-significant in the DAG of blocks is a useful concept.

Since the cell-cycle treatments resulted in active networks that were quite distinct from those for the other stresses, we repeated the analysis after removing the double thymidine and thymidine-nocodazole active networks. The 11 remaining active networks yielded only 77117 blocks (out of the 175099 possible). Of these, 1629 blocks were statistically significant. These blocks yielded 15 network legos. This much smaller set of network legos suggests that a number of the 143 network legos in the complete analysis were needed to capture unique aspects of the cell cycle active networks. Each network lego involved at least seven active networks. No network lego involved all 11 stresses. The ratio of total size of the “P sets” and the “N sets” over the 15 network legos was 1:2. Of the 11 active networks, we recovered five with complete accuracy and one with 99.9% accuracy. We recovered the remaining with accuracies ranging from 71% to 92%. Taken together, these statistics indicate that the network legos we detect are indeed building blocks of the networks activated in response to the stresses studied by Murray et al. [120].

**Biological analysis of network legos** We focus on one of the 15 network legos we computed in our analysis without the cell cycle arrest treatments. This ER stress network lego corresponds to the formula

\[
\left( \text{Fibroblast DTT} \cap \text{Fibroblast Menadione} \right) - \\
\left( \text{HeLa Crowding} \cup \text{HeLa Heat} \cup \text{HeLa Menadione} \cup \text{Fibroblast Crowding} \cup \text{Fibroblast Heat} \right)
\]

The only two stresses that appear in positive form in this formula are the treatment of fibroblasts with DTT and menadione. These chemicals induce endoplasmic reticulum (ER) stress. This network lego is the only one significantly enriched in functions related to the cell cycle (e.g., \(p\)-value \(3 \times 10^{-30}\) for the KEGG [84] “Cell cycle” pathway and \(2.3 \times 10^{-24}\) for the REACTOME [81] pathway describing the transition from G1 to S) and in targets of the E2F1 transcription factor [162] (\(p\)-value \(8 \times 10^{-13}\)), which is a known regulator of cell cycle progression. E2F1 arrests cells in the G1 phase by forming a transcriptional repressor complex with the Retinoblastoma protein [196]. Figure 4.4 displays a layout of
the ER stress network lego, specifically highlighting the genes annotated with the KEGG “Cell cycle” pathway and as targets of E2F1. Figure 4.5 shows a heat map of the expression profiles of the genes annotated with these two functions in the seven conditions in the network lego. Examination of the gene expression patterns in Figure 4.5 reveals that about four–six hours after treatment with DTT or menadione, fibroblasts shut down the cell cycle far more aggressively than fibroblasts or HeLa cells do in response to other treatments. Thus, this network lego automatically identifies a unique characteristic of fibroblast response to ER stress in the context of the other stresses in the compendium.
4.4 Discussion

We have presented a novel approach for combining gene expression data sets with a multi-modal wiring diagram to compute network legos, which are context-sensitive building blocks of the wiring diagram. This combination provides a dynamic view of the interactions that are activated in the wiring diagram under different conditions. We represent similarities and differences between the network of interactions activated in response to different cell states both as a set theoretic formula involving cell states and as a network lego, a functional module of co-expressed molecular interactions. A novel contribution of our work is the DAG that relates all cell states (and the active networks corresponding to the cell states). This DAG provides a high-level abstract view of the similarities and differences between cell states.

The literature on network motifs [115, 116, 154, 193] provides an alternative perspective on finding the building blocks of cellular circuits. [197] constructed an integrated S. cerevisiae interaction network, identified three- and four-node network motifs, and organized these motifs into network themes and further into thematic maps. It would be interesting to study whether the top-down approach presented here to construct network legos yields network modules that are similar in structure and organization to those computed by the bottom-up approach used by Zhang et al..

Since we explicitly compute all closed biclusters in \( B \), the worst-case running time of our algorithm may be exponential in the number of active networks. An interesting avenue of future research is to develop a method that avoids this exorbitant running time, perhaps by computing network legos that directly optimize for stability and/or recoverability. Another important open question is that of developing incremental algorithm that can efficiently recompute the network legos upon the addition or deletion of an active network.
Figure 4.5: A heat map of the gene expression measurements in the seven conditions participating in the ER stress network lego. Columns correspond to genes annotated with at least one of the functions mentioned in the text. Rows correspond to samples. Each vertical pink line delineates a set of samples belonging to one of the stresses in the network lego. The two lowermost pink lines correspond to fibroblast response to treatment with menadione and with DTT, which are the two stresses that appear in positive form in the ER stress network lego.
Chapter 5

An Additive Weighted Model for Network Legos

5.1 Introduction

In Chapter 4, we proposed a Boolean model for representing network legos. Although the approach yielded interesting biological insights, it has three limitations:

1. There is no mathematical guarantee on how well active networks can be recovered from computed network legos.

2. The Boolean formulation only allows for a qualitative consideration of active networks and cannot take the degree of activation or perturbation of an interaction into account.

3. Exhaustive enumeration of blocks can take time exponential in the number of active networks in the worst case. Thus, this method does not scale up to large numbers of active networks.

In this chapter, we present an approach that addresses these limitations. Our new approach has the following features:

(i) We can interpret a network lego in two ways:

   (a) as a weighted subgraph of coherently interacting genes and gene products in the wiring diagram and

   (b) as a compact linear combination of the active networks.

(ii) We can represent each active network as an additive combination of network legos.

(iii) We can frame the question of reconstructing (weighted) network legos from (weighted) active networks directly in terms of optimizing the recoverability of the active networks/
In this chapter, we model the network of interactions activated by the cell in response to the stimulus as an additive combination of such a subset of modules. The primary contribution of this chapter is the formulation of the linear model for network legos in a cellular wiring diagram. Given an integer $k > 0$, we formulate the problem as one of explicitly computing $k$ network legos in a wiring diagram and additive combinations of the network legos such that the active networks can be represented as well as possible by the combinations. We show that algorithms for non-negative matrix approximation are natural candidates for solving this problem. We evaluate the well-known approach of Lee and Seung [97] in this chapter.

5.2 Algorithms

5.2.1 Definitions

Let $W$ denote the network of known molecular interactions in the cell with $m$ edges. We assume that $W$ is an unweighted, undirected graph in which each node is a gene and each edge connects two genes.

**Active networks.** Given the gene expression data set for a condition $c$, we define the **active network** $A_c$ in $c$ to be the network of interactions that are perturbed in the cell in the condition $c$. We represent $A_c$ as a weighted undirected subgraph of $W$, where each edge has a positive weight that represents the extent to which it is perturbed. We describe the details of how we compute active networks below.

We can represent the active network $A_c$ by a vector in which each dimension corresponds to a unique edge of $W$. The coordinate of the vector in each dimension is the weight of the corresponding edge in $A_c$. Edges that do not belong to $A_c$ have a weight of 0. Consequently, given a set of $n$ response networks, one for each in a compendium of conditions, we can represent all these networks in an $n \times m$ matrix $M$, in which the $i$th row contains the $i$th response network. Each column of $M$ corresponds to one of the interactions in $W$ so that $M_{il}$ represents the weight of interaction $l$ in active network $i$.

**Network legos.** We now formulate our model for network legos. Each network lego is a weighted subgraph of $W$. Thus, we can represent a set of $k$ network legos in a $k \times m$ matrix $L$. We assume that $k$ is a parameter that is input by the user or can be exhaustively searched over. Recall that we hypothesize that any active network can be represented as an additive combination of a subset of network legos. It is now natural to represent the relationship between active networks, network legos, and the weights in these combinations as

$$M_{n \times m} \approx W_{n \times k}L_{k \times m}$$

Here, each column of $L$ corresponds to an edge of $W$ and each row stores which interactions appear in a specific network lego. Each column of $W$ corresponds to a network lego and
each row to a active network: the value $W_{ij}$ represents the contribution of network lego $j$ to active network $i$. All three matrices contain non-negative entries: $M$ has this property by construction (since we allow edges in active networks only to have positive weights) while $W$ and $L$ obtain this property from our model. We define the relative error of a factorization of $M$ into positive matrices $W$ and $L$ as

$$\frac{\sum_{ij}(M_{ij}-(WL)_{ij})^2}{\sum_{ij}M_{ij}^2}.$$ 

Since $WL$ may only approximate $M$, our goal is to compute $W$ and $L$ so that this approximation is as good as possible. Accordingly, we desire to compute values for these matrices that minimize

$$\sum_{ij}(M_{ij}-(WL)_{ij})^2,$$

where $(WL)_{ij}$ denotes the entry in the $i$th row and $j$th column of $WL$.

### 5.2.2 Computing Active Networks

We use a variation of the pathway perturbation approach presented in Chapter 3. In this chapter, we construct an active network for each gene expression sample. Given a sample for a particular condition $c$ and a set of $d$ normal samples $H$ from the same tissue type, we compute the perturbation of gene $g$ in sample $c$ compared to the expression of $g$ in the normal samples. We assume that the distribution of the expression of $g$ in the normal samples can be described by a Gaussian distribution with mean $\mu_g$ and standard deviation $\sigma_g$. Then, the $p$-value of the perturbation of gene $g$ is given by the statistic

$$t_g = \frac{c_g - \mu_g}{\sigma_g / \sqrt{n}},$$

which follows the $t$ distribution with $n - 1$ degrees of freedom. After computing the $p$-value for each gene, we apply the method of Chapter 3 to the wiring diagram $W$.

### 5.2.3 Non-Negative Matrix Approximation

We evaluate two algorithms for non-negative matrix approximation in this chapter. The method developed by Lee and Seung [98] and described in Algorithm 4 begins by randomly initializing $W$ and $L$. The following steps are repeated until convergence. First, hold $L$ fixed and update all values in $W$. Second, normalize the sum of each column of $W$ to one. Third, hold $W$ fixed and update all values in $L$. Lee and Seung prove that this algorithm converges to a local optimum. In practice we say that the algorithm converges when the relative difference between two consecutive values of the objective function is less than 0.001.
Algorithm 4 Approximately factorize non-negative $M$ into $WL$

Require: $M \geq 0$

Randomly initialize $W$ and $L$
$q_0, q_1 \leftarrow 1$

repeat
$q_0 \leftarrow q_1$
$W_{hi} \leftarrow W_{hi} \sum_{j=1}^{m} \frac{M_{hj}}{(WL)_{hj}} L_{ij}$
$W_{hi} \leftarrow \frac{W_{hi}}{\sum_{j=1}^{n} W_{ji}}$
$L_{ij} \leftarrow L_{ij} \sum_{h=1}^{n} W_{hi} \frac{M_{hj}}{(WL)_{hj}}$
$q_1 \leftarrow \sum_{h} (M_{hj} - (WL)_{hj})^2$

until $q_0 - q_1 \leq 0.001$

return $W$ and $L$

The Boolean model developed in Chapter 4 naturally ensures that in a block $(G, \mathcal{P}, \text{caln})$, $G$ was a subgraph of every active network in $\mathcal{P}$. We briefly discuss an approach to achieve a similar property with the additive model. Suppose we require that every network lego computed has at most a maximum number of edges. We can achieve this property using Hoyer’s [69] approach of specifying a lower bound on the sparsity of the rows of $L$, where the sparsity of a vector $x$ of length $m$ is

$$S(x) = \frac{\sqrt{n} - \frac{\sum_i |x_i|}{\sqrt{\sum_i x_i^2}}}{\sqrt{n} - 1}.$$ 

If $x$ is very sparse and contains only one non-zero element, then $S(x) = 1$. In contrast, if all elements of $x$ are equal and non-zero then $S(x) = 0$. The sparsity function smoothly interpolates between the two extremes. Then a lower bound on $S(x)$ is equivalent to an upper bound on $\frac{\sum_i |x_i|}{\sqrt{\sum_i x_i^2}}$. If $x$ is a unit vector (i.e. $\sum_i x_i = 1$), then $\sum_i [x_i]$ is an upper bound on the number of edges in the corresponding network lego.

The procedure begins with random initialization of $W$ and $L$. The algorithm repeats the following steps until convergence. First, hold $L$ fixed and update each column of $W$ separately while maintaining the sparsity requirement. Second, normalize the columns of $W$ such that they sum to one. Third, hold $W$ fixed and update each row of $L$ separately while maintaining the sparsity requirement. We say that the algorithm has converged when the relative difference between consecutive values of the objective function are less than .001.

Many methods currently exist to perform non-negative matrix approximation. Lin [105] compares a number of different methods for non-negative matrix approximation on both synthetic and real data. He concludes that projected gradient, and multiplicative update methods converge in a shorter time. Methods such as alternating least-squares [163] converge in fewer iterations but requires a longer overall time to converge due in part to expensive operations during each iteration.
5.2.4 Model Selection

An important aspect of non-negative matrix approximation is selecting the parameter $k$; in our context, $k$ is the number of network legos. In the literature, this problem is termed “model selection”. To select the number of network legos, we adapt a the method proposed by Ben-Hur, Elisseeff, and Guyon [13]. They argue that the model should be chosen such that it represents a stable partition of the data with respect to missing data. They propose a sub-sampling approach to introduce missing data into the procedure. For each choice of model parameter $k$, we perform the following steps with the aim of estimating the stability of the computed factors for different sub-samples of the input set of active networks:

1. **Construct sub-samples of $\mathcal{A}$**. We construct multiple (in our case, 30) sets of sub-samples from the set $\mathcal{A}$ of active networks. Each sub-sample contains at least $\max(\frac{3}{4}|\mathcal{A}|, k)$ active networks, chosen uniformly at random without replacement. Note that we must choose greater than $k$ active networks; otherwise, the matrix has a trivial exact factorization. Note also any two sub-samples will have at least $|\mathcal{A}|/2$ active networks in common.

2. **Compute network legos for each sub-sample $\mathcal{S}$**. Let $M^{(S)}$ denote the matrix formed by retaining only those rows in $M$ that correspond to active networks in $\mathcal{S}$. For each sub-sample $\mathcal{S}$, we perform the non-negative matrix approximation decomposition into $M^{(S)} \approx W^{(S)}L^{(S)}$.

3. **Assign each active network in a sub-sample $\mathcal{S}$ to a column of $W^{(S)}$**. For each row $1 \leq a \leq |\mathcal{S}|$, set
   
   $$c_a = \arg \max_i W_{ai},$$

   i.e., assign the active network corresponding to row $a$ to the column of $W^{(S)}$ that has the largest value in the $a$th row of $W^{(S)}$.

4. **Compute the co-clustered matrix for sub-sample $\mathcal{S}$**. Construct a symmetric matrix $C^{(S)} \in \{0, 1\}^{|\mathcal{S}| \times |\mathcal{S}|}$ such that $C_{ij} = C_{ji} = 1$ iff $c_i = c_j$, i.e., if active networks corresponding to rows $i$ and $j$ in $M^{(S)}$ are assigned to the same column in the previous step.

5. **Compute the distance between co-clustered matrices for every pair of sub-samples**. For every pair of sub-samples $\mathcal{S}$ and $\mathcal{T}$, compute the distance $\kappa(\mathcal{S}, \mathcal{T})$ between the co-clustered matrices $C^{(S)}$ and $C^{(T)}$ as follows:

   $$\kappa(\mathcal{S}, \mathcal{T}) = \frac{\langle C^{(S)}, C^{(T)} \rangle}{\langle C^{(S)}, C^{(S)} \rangle + \langle C^{(T)}, C^{(T)} \rangle - \langle C^{(S)}, C^{(T)} \rangle},$$

   where we define the dot product for a pair of co-clustered matrices $C^{(1)}$ and $C^{(2)}$ by

   $$\langle C^{(1)}, C^{(2)} \rangle = \sum_{ij} C_{ij}^{(1)} C_{ij}^{(2)}.$$
6. **Measure the stability of the factorizations of all the sub-samples.** Assign the median value of all the inter-co-clustered matrix distances computed in the previous step as the *partition stability* $\sigma_k$.

Finally, we choose that value of $k$ that maximizes $\sigma_k$.

### 5.2.5 Synthetic Dataset Generation

We generate synthetic data to evaluate the effectiveness of non-negative matrix approximation for rediscovering the basis networks that we use to construct the synthetic data. The synthetic data generation is governed by multiple parameters during the following four steps: (i) basis network construction, (ii) basis network overlap, (iii) synthesis of combined networks, and (iv) addition of noise.

**Basis Network Construction** We first construct a set $S$ of $r$ node-disjoint basis networks. The number of nodes in each network is chosen uniformly at random between the integers $s_0$ and $s_1$. The completeness of each network is chosen uniformly at random between positive numbers $0 \leq d_0 \leq d_1 \leq 1$. The induced network has $e$ edges and $n$ nodes, where we define the completeness of a network with

$$\frac{2e}{n(n-1)}$$

We repeatedly add edges at random to a basic network until we obtain the chosen completeness. We assign each edge a weight chosen uniformly at random between 0 and 1.

**Basis Network Overlap** Since true gene modules may share genes, we modify basis networks so that they may overlap. We choose a network overlap $o$ fraction between $0 \leq o \leq 1$ let $p$ be the total number of nodes in the basis networks. We select a pair of distinct basis networks $(N_1, N_2)$ uniformly at random from $S$. We repeat the following steps $\lceil op \rceil$ times. We select a pair of nodes $(n_1, n_2)$ at random such that $n_1 \in N_1$ and $n_2 \in N_2$. We assign $n_1 = n_2$ to increase the number of overlapping nodes by one.

**Synthesis of Combined Networks** We construct $m$ combined networks from the basis networks. For each combined network, we select $c$ basis networks uniformly at random (without replacement) from $S$, where $c_0 \leq c \leq c_1$ and $c$ is itself chosen uniformly in this range. The combined network is the union of the selected basis networks. If an edge appears in multiple selected basis networks, the weight of that edge in the the combined network is the sum of the weights of that edge in the selected basis networks.

**Addition of Noise** We add edges at random to each combined network. We construct the union of the edges over all basis networks. To each combined network, we add edges selected uniformly at random from the union; the number of edges added is a fraction $\gamma$ of
the number of edges in the combined network. This noise generation procedure naturally includes changing the weights of edges already included in the combined networks.

5.3 Results for Synthetic Data

Using synthetic data, we evaluate the algorithm of Lee and Seung and the approach proposed by Hoyer.

5.3.1 Comparison of Lee and Seung’s and Hoyer’s algorithm on Synthetic Data

The method by Lee and Seung [98] is a well-know method for non-negative matrix approximation. Other algorithms like the projected gradient method by Hoyer [69] have additional benefits such as the enforcement of the sparsity of the resulting factors. We compare Hoyer’s method to the method by Lee and Seung using synthetic data to evaluate the performance of the method under our additive model. We find that the method by Lee and Seung outperforms Hoyer’s method based on their ability to recover basis networks. We performed the comparison using ideal choices of the parameters including model complexity (i.e. 100) and L sparsity constraints (i.e. 0.8591) to allow each algorithm the best possibility for recovering the basis networks. The 0.8591 L sparsity figure is based on a maximum number of 278 edges in a basis network and 12590 distinct edges across all basis networks. In Figure 5.1, we show the basis network recovery performance of the method proposed by Hoyer. We apply Lee and Seung’s method to the same dataset in Figure 5.2. For each row of L, we identify the basis network that most closely matches the row in a Euclidean sense. We find that with no noise or basis network overlap the Lee and Seung recover over 75% of the expected basis networks, while the method proposed by Hoyer identifies none of the expected basis networks. For the remainder of this chapter, we use the Lee and Seung algorithm to perform non-negative matrix approximation [98].

5.3.2 Performance of Lee and Seung’s Algorithm on Synthetic Datasets

We construct two synthetic datasets to examine the effectiveness of basis network recovery using non-negative matrix approximation. We construct the synthetic dataset based on parameters set to mimic the size and density of our molecular interaction networks. Our synthetic data set consists of 100 basis networks of sizes ranging from 50 to 75 nodes with completeness between 0.08 and 0.1. We construct combined networks from between 6 to 10 basis networks. We show results from two synthetic datasets one with 200 and then with 1000 active networks.

We fix $k = 100$, the number of basis networks in the synthetic datasets. We measure the
Figure 5.1: Basis network recovery using the method proposed by Hoyer [69]. We examine the performance of the algorithm with increasing amounts of relative noise in the range of 0% to 90%.

ability of the non-negative matrix approximation procedure to correctly recompute the basis networks. For each row of \( L \), we compute the relative error between that row and each basis network (after converting the network to a vector). We noted the smallest of these values, reasoning that the corresponding basis network is best approximated by this row of \( L \). We plot this using box-and-whisker plots. Figure 5.3 displays basis network recovery with increased overlap (0%, 20%, and 40%) and random edge additions (0%-90%) for increasing levels of noise.

We show that the non-negative matrix approximation procedure recovers about 50% of the basis networks for 200 synthetic active networks and nearly 75% for the dataset of 1000 synthetic active networks. The improved performance of 1000 synthetic active networks is supported by the work of Donoho and Stodden [40]. Donoho and Stodden argue that for a dataset containing graphs with all combinations of basis networks, non-negative matrix approximation will successfully recover the unique set of basis networks. While we have far fewer than \( 2^{100} \) active networks sufficient to recover all basis networks, we show that a small fraction of synthetic active networks can resolve many basis networks.

In Figure 5.3 we have measured the effect of adding increasing percentages of noise in the form of random edge additions to each synthetic active network. We show that the non-negative matrix approximation procedure slowly degrades with increased noise up to 90% of size of the original active network. The performance continues to degrade with increased basis network overlap. One explanation is that as nodes from basis networks are joined,
Figure 5.2: We examine the performance of the Lee and Seung algorithm with increasing amounts of relative noise in the range of 0% to 90%.
a fraction of edges are joined as well. The common set of edges between a pair of basis networks effectively induces a new basis network for the non-negative matrix approximation procedure to recover.

5.4 Results for Human Cancer Data

We apply our method to the Global Cancer Map (GCM) gene expression data (also analyzed in the context of specific pathways in Chapter 3) and a human PPI network to identify network legos associated with human cellular responses to cancers.

5.4.1 Human PPI and Cancer Datasets

We obtained a network of 31,108 molecular interactions between 9,243 human gene products by integrating the interactions in the IDSERVE database [132], the results of large scale yeast two-hybrid experiments [138, 159], and 20 immune and cancer signalling pathways in the Netpath database (http://www.netpath.org). The IDSERVE database includes human curated interactions from BIND [7], HPRD [129], and Reactome [81], interactions predicted based on co-citations in article abstracts, and interactions that transferred from lower eukaryotes based on sequence similarity [101]. We derived functional annotations for the genes in our network from the Gene Ontology (GO) [4] and from MSigDB [162].

We used gene expression measurements in the Global Cancer Map (GCM) [133]. The GCM dataset contains 190 samples spanning 18 cancers and 90 samples from 13 normal tissues. Using the method described in Section 5.2.3, we constructed 190 active networks, one for each cancer sample in the dataset.

5.4.2 Effect of Increasing the Number of Network Legos

We obtained the results in this section and the next by running the Lee and Seung algorithm 30 times, each with a different random starting value for $W$ and $L$. We averaged values over the 30 runs. Note that we did not use the sub-sampling method in these two sections. As we vary $k$, we track four values: the error and the median sparsity of the rows of $L$, $W$, and $W^{-1}$.

In Figure 5.4, we show trends for various measures of performance as we increase the model complexity, i.e., $k$, the number of network legos. Figure 5.4(a) shows that the relative error steadily decreases with increasing $k$. Figures 5.4(b)–(d) display the variation of the median sparsity of the rows of $L$, the columns of $W$, and the rows of $W^{-1}$, respectively, with increasing $k$. All three values increase with $k$. Each row of $L$ corresponds to a network lego; hence, increase in the median sparsity of the rows of $L$ suggests that as $k$ increases, the median network lego contains fewer interactions. The values in each column of $W$ are weights that describe how often a lego is used by active networks. The decrease in this
Figure 5.3: An illustration of the effectiveness of non-negative matrix approximation for basis network recovery for different synthetic dataset sizes and percentages of network legos overlap. Each figure contains a box-and-whisker plot showing the distribution of relative error distances to the nearest basis network for each row of $L$. The caption of each figure lists the number of active networks in the synthetic dataset and the amount of overlap between basis networks.
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measure suggests that as we increase \( k \), each network lego is being included in fewer active networks. Finally, the rows of \( W^{-1} \) denote how active networks can be linearly combined to yield network legos; note that \( W^{-1} \) may contain negative values. Once again, increase in the median sparsity of \( W^{-1} \) points to fewer active networks being used to construct the average network lego, as we increase \( k \).

![Graphs showing variation of four measures of performance with an increasing number of network legos.](image)

(a) Relative error of the approximation to \( M \).

(b) Median sparsity of the rows of \( L \).

(c) Median sparsity of the columns of \( W \).

(d) Median sparsity of the rows of \( W^{-1} \).

Figure 5.4: Variation of four measures of performance with an increasing number of network legos.

### 5.4.3 Comparison to Known Sample Partition

We translate each cancer sample in the GCM dataset into an active network as described in Section 5.2.1. Each of the 190 samples has a class label (a cancer type) associated with it. The known class labels induce a gold standard partition of the active networks to cancer types. In Figure 5.5, we show the partition distance between non-negative matrix approximation...
partitions with increasing model complexity to the known partitions of the cancer samples. The samples are known to come from 18 cancer types. The model with the closest partition distance to the known partition occurs with 20 network legos. The result shows that non-negative matrix approximation produces clusters that are close to the known partition at approximately the expected model complexity.

![Correlation of Model Partition to Gold Standard](image)

Figure 5.5: Variation with the number of legos of the partition distance between non-negative matrix approximation-based clustering of the sample active networks and the known classes of the cancer samples.

### 5.4.4 Choosing the Number of Network Legos

Our choice of the number of network legos is influenced by two factors: relative error and partition stability. We apply the method described in Section 5.2.4 to identify values that have high average partition stability. In Figure 5.6, we show a distribution of partition stability values for $k$ in the range of 1–100 and in the range 100–150. We show a subset of the range of $k$ for clarity. The reader should refer to Figure 5.4(a) for corresponding residual error values. We find that $k$ values closer to 100 have better partition stability. Very low values of $k$ show a similar increase in partition stability, but the high residual error at low values makes them poor choices. There is a trend towards increasing median partition stability for $k > 40$. With a median partition stability of just under 0.45, a selection of 137 and 147 network legos may indicate a natural partitioning of the active networks.

### 5.4.5 Analysis of GCM network legos

With $k = 137$, we find a low relative error of 0.135 and a high median partition stability of 0.6. We use this value of $k$ for further analysis.
Figure 5.6: Partition stability distributions for model sizes from 1–100 and 100–150. For each model size, we show a box-and-whisker plot representing the distribution of subsample partition similarity values between every pair of sub-samples.
Vacant Regions in the Distribution of Network Lego Edge Weights We find that through the addition and subtraction of active networks there is frequently a subnetwork that is emphasized. The subnetwork can be identified by its relatively enhanced interaction weights. Next, we define a few terms to help identify these particularly high weighted subnetworks contained in network legos.

An observation we make is that the distribution of network lego edge weights contain vacant regions. For each network lego \( L \), we define vacant regions defined by boundaries \( a \) and \( b \) such that \( L \) does not have an edge weight in the range \( a - b \) and \( b - a > \delta \). We are interested in these regions because they provide natural partitions between the highest edge weights and lowest edge weights.

In Figure 5.7, we highlight vacant regions in the range of network lego edge weights. For each network lego, we show the cumulative number of edges with weight greater than a threshold \( t \) that decreases with the terms of a harmonic series. We identify vacant regions as those regions that have no edges with weight in the range of four terms of the harmonic series. We refer to the set of interactions with weights greater than the start of the first vacant region as the top interactions. In the following section, we further characterize the significance of the top interactions for a selected set of network legos.

![Figure 5.7: Cumulative distribution of the weights of network lego edges. For each network lego, we plot the total number of edges with weight greater than a threshold (blue lines). We identify vacant regions with red vertical bars. (a) We identify every vacant region in any network lego. (b) We identify the first vacant region in any network lego.](image)

5.4.6 Integrins, Metalloproteinases and Ovarian Adenoma

We identify a network lego created primarily through the addition of five response networks from ovarian adenoma samples. The 18 top interactions consist connect only 21 proteins. Of the 21 proteins, 10 are annotated with Matrix Metalloproteinases (MMPs) \((p\text{-value } 2.69 \times 10^{-11})\) and 8 associated with integrins. Figure 5.8 shows the network lego.
Figure 5.8: The 18 top interactions of a network lego enriched in integrins and matrix metalloproteinases. The lego is constructed from the addition of *five* ovarian adenomas.
The network lego contains two star networks, one primarily enriched in integrins and integrin associated proteins and a second primarily enriched in MMPs and MMP associated proteins. Examination of the associated column of W indicates that this network lego is used to reconstruct the active networks of nearly all cancer types in the GCM dataset. The broad use of this network lego indicates that it may be a common component of cellular response to cancer.

**Integrins and Metastasis**  Integrins are transmembrane proteins responsible for cellular adhesion and signal transduction [117]. Ziober, Lin, and Kramer [198] outline the important role that integrin proteins play in metastasis. These proteins bind to the extracellular matrix and permit invasion into the basement membrane and give increased access to blood vessels. This mechanism for metastasis is known to occur in breast cancer [80], bladder cancer [198] and others.

**Matrix Metalloproteinases**  Birkedal-Hansen et al. [18] describe the activity of matrix metalloproteinases (MMPs). MMPs are Zn-endopeptidases that can cleave most of the components of the extracellular matrix. As MMPs enable cellular motility, their association with metastasis and angiogenesis has been thoroughly reviewed [37, 43]. MMP perturbation is known to be associated with metastasis development across many cancer types.

### 5.4.7 Retinoblastoma pathway and Leukemias

Chim, Fung, and Liang [27] discuss the role of the retinoblastoma (RB) pathway as one of several cell cycle checkpoints. The presence of the RB protein is important for maintaining the S1 checkpoint. Unphosphorylated RB prevents entry into S1 by binding to E2F, a primary transcription factor for S1 related genes. Disruption of the RB pathway is a common mechanism of pathogenesis in multiple myeloma. We find a network lego primarily constructed from an AML sample and ALL sample. The top interactions in the network lego consists of 57 genes of which 5 have been annotated with the RB (p-value $1.3 \times 10^{-3}$) pathway, 7 are associated with the cell cycle (p-value $6.9 \times 10^{-3}$). The construction of the network lego suggests that RB inhibition is a feature of multiple leukemias. Kornblau et al. [92] confirm inhibition of RB protein in AML and Cheng et al. [24] confirm the lack of the RB protein in ALL.

### 5.4.8 MAPK pathway and CNS Tumors

We explore the choice of $k = 74$ next. Based on partition stability, $k = 74$ is more stable than nearby choices of $k$. We identify a network lego with 431 genes among the top interactions. The network lego is primarily constructed from five medulloblastoma samples and one glioblastoma sample. Of the 431 genes 19 are part of the MAPK pathway (p-value $9.2 \times 10^{-8}$) and 12 are part of the P38MAPK pathway (p-value $6.8 \times 10^{-8}$). Macdonald et al. [109] have implicated MAPK pathway as being associated with metastasis in medulloblastoma. They
find that platelet-derived growth factor α (PDGFA) increases medulloblastoma migration. They find that both neutralizing antibodies to PDGFA and U0126 inhibit PDGFA-stimulated migration.

5.5 Summary

In the method we propose, each network lego has a dual representation as a weighted network of interactions and as a linear combination of active networks. The weight of an interaction corresponds to the importance of the interaction to the network lego. These network legos are in a sense the building blocks of their associated set of active networks. We propose that the network legos are network units perturbed as a whole when the cell is individually subjected to multiple stresses. The linear combination of active networks representing a network lego provide the context that defines the network lego: the corresponding stresses or stimuli and the associated weights. The weights indicate the relative importance of a stress response in defining the network lego. In Figure 1.1, we illustrate the decomposition of active networks in to network legos. The decomposition is followed by a process by which we reconstitute each active network by a set of network legos.
Chapter 6

Conclusions

In this thesis, we propose a number of new methods for analyzing molecular interaction and gene expression data in an integrated manner. This thesis not only proposes new methods for analyzing data from large scale biochemical assays but also promotes a new way of thinking about modules in the context of molecular interaction networks.

6.1 Chapter Specific Contributions

In this section, we highlight the contributions and findings associated with the projects discussed in this thesis.

6.1.1 Pathway Perturbation

We propose a knowledge-driven approach that integrates a curated pathway of molecular interactions with gene expression data from both cellular stress samples such as cancer tissue and normal samples such as healthy tissue from the same patient to compute the perturbation of the pathway in response to the cellular stress. We develop a score for pathway perturbation based on a rigorous statistical procedure using a meta-analytic technique coupled with permutation testing. We use a simulated annealing approach to identify the most significantly group of perturbed interactions. We apply our method to a compendium of 18 cancer types and a set of 20 cancer and immune signaling pathways. We show that the significance of the most perturbed subpathway is frequently more significant than the entire pathway. We compare our method to GSEA and we find that our method has superior sensitivity. We exploit the compendium of pathway-cancer perturbation scores to construct separate pathway and cancer association diagrams. We find that the TNF-α, TGF-β, EGFR1, and B cell receptor pathways are perturbed in response to many cancer types. Using the pathway association diagram and analyzing the underlying gene expression data, we find evidence that up regulated expression of TNF-α, TGF-β, and Integrins may suggest metastatic potential. We identify an association between melanoma and bladder cancer that suggests that IL-2
infusion may have a similar therapeutic effect in bladder cancer as it does in melanoma.

6.1.2 Boolean Network Legos

We propose a data-driven approach that integrates a molecular interaction network with gene expression data to compute the active network, the molecular interactions within a cell perturbed by a single stress or stimulus. We formulate a Boolean approach to finding network legos for a set of active networks. We decompose the problem of finding network legos into two parts. First, we enumerate candidate network legos by formulating the problem as one of finding all closed itemsets. Second, we construct a directed acyclic graph (DAG) using the subset associations between the itemsets. We exploit the DAG to identify the most significant candidate network legos. We assess the quality of a network lego by defining measures of stability, and recoverability. We apply Network Lego to two human gene expression datasets. We first apply our method to a dataset of three leukemias ALL, AML, and MLL. The decomposition of the three leukemias into network legos allowed us to accurately identify the c-Kit pathway as being perturbed as an integral part of AML proliferation but not as part of ALL or MLL. We apply our approach to a collection of 178 arrays measuring the gene expression responses of HeLa cells and primary human lung fibroblasts to 13 distinct stresses including cell cycle arrest, heat shock, endoplasmic reticulum stress, oxidative stress, and crowding. Our study reveals that about four–six hours after treatment with DTT or menadione, fibroblasts shut down the cell cycle far more aggressively than fibroblasts or HeLa cells do in response to other treatments.

6.1.3 Weighted Network Legos

We propose a formulation of network legos that takes weighted active network interaction into account in a meaningful way. We formulate the problem such that we can directly optimize for recoverability, i.e. how well each active network can be represented by a linear combination of network legos. We solve the problem by finding the non-negative matrix approximation of a matrix that encodes the set of active networks. We apply our method to both synthetic and real data. We generate the synthetic datasets using a generative model that allows us to measure network lego recovery with increased levels of noise. We test the performance of our method on two datasets, one containing 200 and the other containing 1000 large synthetic active networks. We show that with more active networks our method correctly resolves more of the network legos. We show that the performance of our method slowly degrades with increased noise. We apply our method to a human cancer dataset including 190 samples from 18 cancers. We compute active networks for each of the 190 samples using the pathway perturbation method. We show that the recoverability of the active networks increases with the number of network legos. We show that the non-negative matrix approximation procedure can recapture the original partitioning of the data. We use a measure of partition stability to identify a stable number of partitions for the cancer data. We identify a network lego that associates the integrins and matrix metalloproteinases together in ovarian adenoma and other cancers. We find a network lego including the RB
pathway associated with multiple leukemias. We find that the MAPK pathway is perturbed in association with multiple tumors of the central nervous system.

6.2 New Facets of Modular Cell Biology

This thesis contributes to the community not only with novel computational methods and tools, but in the way that we view biological systems. We have advanced the notion of modular cell biology, and we have augmented the concept with new ways to think about context sensitive modules.

Throughout this thesis we explicitly investigate and highlight examples of what we believe to be modular behavior of cells. In Chapter 3 we offer results that show modular activity within pathways under a compendium of cancer phenotypes. We find evidence of modular perturbation in the TNF-α, TGF-β, and Integrin receptor pathways that may suggest metastatic potential.

We find evidence that suggests not only that modules exist but also that cells respond to stress or a stimulus by appropriately modulating the activities of a subset of these modules. We have referred to these modules as network legos. Through Chapters 4 and 5, we propose the concept of network legos which provide a new facet of interpretation to modules. Each network lego has a dual representation: a network of interactions and a mathematical combination of active networks. These network legos are in a sense the building blocks of their associated set of active networks. We suggest that each network lego is a molecular machine perturbed as a unit by the cell and that the cell responds to any given stress or stimulus by appropriately perturbing the network legos.

Our understanding of cell biology and its associated molecular interaction networks is far from comprehensive. We believe that modular cell biology is a valuable tool for understanding complex networks in molecular systems biology. This thesis has conceptualized and developed expressive notions to advance modular cell biology —active networks, network legos, and representations of active networks in terms of network legos— to comprehend and situate experimental conditions in the context of other datasets. Our approach provides a unified framework that empowers biologists to pose sophisticated queries about different cellular states.
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